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Abstract

A verb is the organizational core of a sentence. Understanding the meaning of
the verb is, therefore, a key to understanding the meaning of the sentence. One of the
ways we can formulate natural language understanding is by treating it as a task of
mapping natural language text to its meaning representation: entities and relations
anchored to the world. Since verbs express relations over their arguments and ad-
juncts, a lexical resource about verbs can facilitate natural language understanding
by mapping verbs to relations over entities expressed by their arguments and adjuncts
in the world. In this thesis, we semi-automatically construct a verb resource called
VerbKB that contains important semantics for natural language understanding. A
verb lexical unit in VerbKB consists of a verb lexeme or a verb lexeme and a prepo-
sition e.g., “live”, “live in”, which is typed with a pair of NELL semantic categories
that indicates its subject type and its object type e.qg., “liveparéon location).

We present algorithms behind VerbKB that learn two semantic types of mappings
for these verb lexical units that will complement existing resources of verbs such as
WordNet and VerbNet and existing knowledge bases about entities such as NELL.
The two semantic types of mappings are (1) the mappings from verb lexical units
to binary relations in knowledge bases (e.g., the mapping from the verb lexical unit
“die at”(person nonNeglintegérto the binary relatiopersonDiedAtAggand (2) the
mappings from verb lexical units whangesn binary relations in knowledge bases
(e.g., the mapping from the verb lexical unit “divorceéfson persor) to thetermi-

nation of the relationhasSpousg The mappings from verb lexical units to binary
relations in knowledge bases such as NELL, YAGO, or Freebase can provide a di-
rect link between the text and the background knowledge about the world contained
in these knowledge bases, enabling inferences over the world knowledge to better
understand the text. The mappings from verb lexical unithtngesn binary rela-

tions in knowledge bases can facilitate automatic updates of relations and temporal
scoping of relations in the knowledge bases.
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Chapter 1

Introduction

Verbs are the organizational core of sentences; they are predicates over entities in sentences.
Some verbs express relationships among these entities in the world, some express events that
changethese relationships, and some do both. Understanding the meaning of a verb in the
sentence is, therefore. a key to understanding the meaning of the sentence.

One of the ways we can formulate natural language understanding is by treating it as the
problem of mapping natural language text to its meaning representation: entities and their re-
lationships in the world. A lexical resource about verbs can facilitate natural language under-
standing by mapping verbs in text to relationshipslwangeof relationships among the entities
that are their arguments or adjuncts. The mappings from verbs to relations or changes in rela-
tions among entities in knowledge bases such as NEIarlson et a].2071()], YAGO [Hoftari
ef al, ?0T3, DBPedia Buer ef al, 007, or FreebaseHollacker ef al. 700§ can provide a
link between natural language text and the knowledge about the world that is contained in these
knowledge bases; enabling inferences over the world knowledge to better understand the text.

In this thesis, we construct such a verb resource cMéKB that contains two semantic
types of mapping for verbs that we believe can assist natural language understanding and that will
complement existing resources of verbs such as WordN#ief, 1995 and VerbNet Kipper
ef al, 200(], and existing knowledge bases of noun phrases such as NELL.

We define a verb lexical unit in VerbKB to consist of a verb lexeme or a verb lexeme and
a preposition — that is, a lemmatized verb phrase that matches the part-of-speech based regular
expression: V| VP where V is a verb lexeme and P is a preposition — which is typed with a
pair of NELL semantic categories that indicates its subject type and its object type. Examples of
verb lexical units in VerbKB are “eat’person food), “eat with” (person tablelten), “live in”

(person location), etc.

Complementary to knowledge bases such as NELL, which contains the mappings from noun
phrases to entities e.g., “Barack ObamaCibama the categorief the entities e.gQbamais
of categoryperson and thebinary relations—i.e., relations with two arguments — between enti-
ties e.g.hasSpous@Obama Michelle Obamg VerbKB contains (1) the mappings from its verb
lexical units tobinary relationsthat the verb lexical units can express in the knowledge bases,
(2) the mappings from its verb lexical units to events ttlange the binary relationamong
the entities in the knowledge bases. We formultdtanges in relationss initiations (addition
of new values) or terminations (deletion of existing values) of the relations in the knowledge
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bases. For example, the verb lexical unit “marpgfson persor) can express the initiation
of the hasSpousgerson persor) binary relation in the NELL knowledge base (see Fidiire
of our VerbKB websit®), while the verb lexical unit “divorcef{erson persor can express a
divorce event that terminates thesSpouseelation.

person.  marry person Occurrence : 25.79% MORE DATA

express conf: 0369

person marry animal Occurrence : 1.63% MORE DATA
express conf: 0.901

location marry person Occurrence : 1.49% MORE DATA

Figure 1.1: The VerbKB entry for the verb pattern “marry” showing the mapping of the verb
pattern to the relations in NELL that it expresses. It also shows the mapping from the verb
pattern to thenitiation of the spouserelation in DBPedia. The typed verbs are ranked based on
their frequencies of occurrences in the SVO triples.

The overarching goal of constructing this knowledge base of verb lexical units is to provide
a link between the surface form verbs and real-world relations in knowledge bases (ERjure

Since not all verb lexical units in VerbKB have mappings to the existing NELL relations,
VerbKB extends the vocabulary of relations in NELL by automatically clustering these verb lex-
ical units into synonym sets (synsets) and proposes synsets that are not mapped to the existing
NELL relations as new relations. Starting from verbs extracted from the subject-verb-object
(SVO) triples obtained from the high coverage Web-scale corpora of Clueli&rah et al.
20097 (the semantic types of the verbs’ subject and object fillers defined by the types in the
NELL knowledge base) and leveraging the knowledge about the synonymy and antonymy re-
lations between English verbs in manually constructed resources that are the Moby THesaurus
and WordNet, VerbKB automatically clusters 65,679 unique verb patterns (verb lexical units in
VerbKB without types) into 215,106 synsets, each synset typed with semantic types in NELL
and organized into a subsumption taxonomy based on types. Each synset is then either mapped

http://www.dwijaya.org/dvkb.html#DKVB
2Moby Thesaurus: http://moby-thesaurus.org



events

verbs relations

Semantics of language Semantics of the world

Figure 1.2: The mappings between the semantics of the world and the semantics of the language
that refers to this world.

to a pre-existing NELL relation or added as a new relation in NELL to extend the vocabulary of
relations that NELL should read.

VerbKB is made available publichas an effort to facilitate natural language understanding
systems by providing a high coverage link between the unstructured surface form of verbs and
the structured relations that they express in the knowledge base.

1.1 Overall Description of the General Approach to Building
VerbKB

This thesis is about VerbKB that contains clusters of verb lexical units. Each cluster is a place-
holder for the binary relation between real-world entities that are the subject and object of the
verb lexical units in the cluster. To build VerbKB, we first extract verb phrases that are parts
of the subject-verb-object triples obtained from ClueWeb. We lemmatize the verb phrases and
select the lemmatized phrases that match this part-of-speech based regular expres&ién: V
where V is a verb lexeme and P is a preposition. We refer to these lemmatized verb phrases (that
match the part-of-speech based regular expressidn/Rj) asverb patterns

Then, the underlying approach is that the verb patterns are mapped to binary relations or
to changes in binary relations between the entities that are the verb patterns’ subjects and ob-
jects. Since a verb pattern often has multiple senses, e.g., “play”, we add to the verb pattern,
its type signatures — i.e., NELL types (and supertypes) of its subject and object fillers — to dif-
ferentiate the individual senses e.g., “plgyéfson musicallnstrument “play”(person persor),
“play”(person gamg, etc. The use of NELL types means that the sense granularity is con-
strained by the semantic granularity of NELL types. These verb patterns with type signatures are
the lexical units in VerbKB and we refer to themtgiped verbs

In Chapter3, we link these typed verbs to their equivalent existing NELL relations if such
exist. We show the value of having the links from typed verbs to knowledge base relations in
terms of relation extraction.

3http://www.dwijaya.org/dvkb.htmI#DKVB



In Chapted, we link theadditionor removalof the verb patterns into/from Wikipedia pages
to the changesinitiation or terminationof Wikipedia infobox relations (in other words, DB-
Pedia relations) if such exist. We show the value of having the links from vertisatogesn
knowledge base relations in terms of temporal scoping.

In Chapter5, we add the missing typed verbs-relations into NELL. Here, to avoid unneces-
sary duplication, we first cluster semantically equivalent typed verbs in VerbKB. Although the
clustered typed verbs may have different verb patterns, the fact that their semantics are similar
enough — measured by overlaps of their subject and object fillers — and their two type signatures
are identical is enough to merge them. For example, we group “marnyars¢n location) and
“wed in"(person location) in the same cluster then add the clugtersonMarryAtLocationinto
NELL as a new binary relation in NELL. VerbKB clusters are mapped to the existing NELL
relations or are added as new relations to extend the vocabulary of relations that NELL should
read.

The work we presented about VerbKB shows that we can semi-automatically construct such
a verb resource that goes beyond existing resources with regards to coverage that is, the number
of verb patterns that it contains and the links to knowledge base relations that it provides. We
show how to achieve this by leveraging a combination of high coverage text corpora from which
we obtain the subject-verb-object triples. We also leverage a knowledge base (NELL) with a rich
type system over entities to get the type signatures of the verb patterns. We leverage other pre-
existing linguistic resources such as a thesaurus and WordNet for their synonymy and antonymy
relations to produce a more precise clustering of the typed verbs.

Regarding coverage, the verb patterns in VerbKB cover subject-verb-object triples that occur
a total of over 2 billion times in ClueWeb. Regarding precision, the verb clusters in our VerbKB
align better with manually constructed verb clusters compared to the verb clusters in other pre-
existing automatically constructed resources. To the best of our knowledge, VerbKB is the largest
publicly available knowledge base of English verbs to date that contains mappings from verbs to
knowledge base relations and changes in these relations. Most importantly, VerbKB extends the
vocabulary of relations that NELL should read for higher coverage representation of arbitrary
text.

However, the approach we presented in this thesis suffers from several shortcomings that we
plan to address in future work, including:

e We work only with verb patterns that are part of the subject-verb-object (SVO) triples
construction. We ignore relations expressed by intransitive verbs e.g., “he runs”, the copula
whose type signature is not distinct enough to disambiguate the relation e.g., “he is a
friend” — the type signature here ipgrson persor) and there are adjectives and adverbs
e.g., “the happy man”, and nouns e.g., “the wind speed is 9 mph”. Our sample of DBPedia
and Freebase binary relations show that about 35.5% of the relations cannot be expressed
by a combination of verbs and prepositions alone; future work can address how the missing
types can express these relations.

e We consider only a small subset of interrelationships between typed verbs, of the kind
begin-relatiorfX) — endrelation(Y), as inbegin-spousémarry”(person persor)) — end-
spousé€‘divorce”(person person), beginyearsActiv€’be born in”(person year)) — end-
yearsActivé'die in”(person year)). Future work can address more general interrelation-
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ships and inferences such as “hid(npany, persgn— “work for”( person, compar)y—
“be appointed asfierson, cep— “lead”(person, company

e We only consider its subject and object fillers and their types for each typed verb. These
correspond roughly to thA&gentand PatienfThemeof the verb that may not provide
enough information to adequately differentiate the verb. For example, in VerbKB the re-
lation personEatFoodhas verbs that should not all become one cluster: “eat”, “finish”,
“consume”, “digest”, “ingest”, “devour”, “gobble”, “wolf”, “chew with”, “pig on”, etc.
Future work can bring into consideration other semantic roleslfikeument “eat with
fork”, “chew with teeth” andVianner. “gobble fast”, “ingest slowly” that can better differ-

entiate the verbs in the cluster.

e We only consider verb lexemes for classification. Thus we lose the distribution of tenses
of the verb patterns, which can be useful for classifying verb patterns with respect to the
internal temporal structure of the events they denote. For example, if the simple present
tense can be used by a verb pattern to refer to the actual preaseiftthe verb pattern
cannot appear in the progressive, then the event being described is a state e.g., we can say
“Kim knows the answer” (interpreted as referring to what Kim knows now; a state) but
we cannot say “*Kim is knowing the answer”. Future work can bring into consideration
the distribution of temporal modifiers and of tenses based on the work of the aspectual
classification of verbs byendler[T957 to, for example, better identify change-of-state or
nonstative verb patterns and to link them to changes in the knowledge base relations.

We also observed in Wikipedia edit histories that a change in the verb tense is often a good
indicator of a change in the infobox relation. For exampleDirtertés (the president

of the Philippines) Wikipedia page, the sentefidaterteis due to take dice onJune 30,

2016” is changed t6Dutertetook ofice onJune 30, 2016” on the day he was sworn into
office. Similarly, the sentencéle will be the first Mindanaoan president of the country” is
changed tdHe is the first Mindanaoan president of the country” on that day. Correspond-
ingly, the word “elect” is removed from hisffice infobox as the phrase “6th President of

the Fifth Republic” is added. Future work can take tenses into consideration as features

for learning the mapping from verbs to changes in relations.

e |n our typed verbs, we do not differentiate between the preposition that is verb-specific —
i.e., the preposition that signals thegumentof the verb e.g., the preposition “against” in
the sentence “she playagainstKim in the final” — and the preposition that can also work
in a similar role with other verbs —i.e., the preposition that signalatienctof the verb
e.g., the preposition “since” in the sentence “she has playete1999”, which signals
a moreverb-generahotion of temporal scope. Future work can consider distinguishing
the two uses of the preposition and generalizing over prepositions that signal adjuncts in a
more general construct e.gV ‘since”t, date whereV is any durative verbs ands any

type.

Thesis Terminology In this thesis, whenever we mentityped verlfs), we are referring to the
verb lexical unit(s) in VerbKB e.g., “divorceperson persor), “live in”( person location), “die
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at”(person nonNeglinteger “die on”(person date), “play since”{erson year), etc.

On the other hand, when we mentieerb patterifs) or verbs(in plural form), unless other-
wise specified, we are referring to the verb lexical unit(s) in VerbkdBouttypes e.g., “divorce”,
“live in”, “die at”, “die on”, “play since”, etc.

Furthermore, when we mentigalation(s) in the context of knowledge bases, we are refer-
ring to binary relations — i.e., relations with two arguments.

1.2 Motivating Assumptions and Hypothesis

Modern theories of grammar see sentences as consisting of predicates and their arguments, where
predicates are functions over the arguments. Since verbs are also functions over their arguments
and adjuncts in sentences, this representation suggests that the verbs and their auxiliaries in sen-
tences are predicates and the noun phrases that they appear with are their arguments or adjuncts.
Similar to the computational linguistics’ definition of the term “meaning” as a mapping between

a linguistic sign and some non-linguistic entity to which the sign refers: a concept in the mind or

an entity in the world@vchinnikova 20717, natural language understanding (NLU) is this task of
mapping natural language text to its meaning representation: the entities and their relations that
are anchored in the world. In this thesis, since verbs are predicates in sentences, we believe that
verbs are an important link between thafaceform of a sentence (i.e., the predicate-argument
linguistic construction) and themeaningof the sentence (i.e., the non-linguistic entities in the
world and the relations among them).

Constructing digh coverage verb resource is important because such a resource can provide
the predicates necessary to definestrelations in the world to represent the meaning of sen-
tences. Even when the verbs in sentences are implicit e.g., in noun compounds, possessives, or
prepositional phrases, these can be rephrased to include verbs. For example, noun compounds
such as “sleeping pill” v.s. “headache pill” can be rephrased to include vfiaya and Gi-
anfortonj 2017 “pill that causessleep” v.s. “pill thatalleviatesa headache”. Possessives such
as “Shakespeare’s tragedy” v.s. “Shakespeare’s house” can be rephrased to “the tragedy that is
written by Shakespeare” v.s. “the house where Shakespigag2 Prepositional phrases such as
“John in the house” v.s. “John in anger” can be rephrased to “Jolmcagedin the house” v.s.

“John isfeelinganger”.

Assuming that the vast majority of relations in the world needed to represent the meaning of
arbitrary text can be defined as verb predicates of the fgrm ..., ax) whereq; is the semantic
type for thei*” argument of the predicate and that a group of semantically similar verbs, our
first motivating assumption for building VerbKB is thathigh coverage verb resource that con-
tains the mappings from typed verbs to these predicates can provide a high coverage vocabulary
of relations to represent the meaning of arbitrary text.

Our analysis of relations in the large-scale DBPedia, a large-scale knowledge base containing
relations from Wikipedia infoboxed Ehmann et d) 2014 and FreebaseéBollacker et al, 7004
knowledge base appears to validate this assumption.

The analysis of samples: 10% of (and most frequent) relations from DBPedia and 10% of
(and randomly sampled) relations from Freebase shows that indeed the vast majority (98%) of
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relations in DBPedia and Freebase can be described by typed.v&ilsen that a vast majority
of these knowledge base relations are describable by typed verbs, a high coverage resource that
maps typed verbs to the predicates that define these relations can provide the high coverage of
predicates needed to represent the meaning of an arbitrary text.

Given these high coverage verb predicates, our second motivating assumpttbatim
order to further facilitate natural language understanding, which is the task of mapping natural
language text to its meaning representation — entities and relations in the world, we need to link
these verb predicates to knowledge base relations

The benefits of linking to the knowledge base are many. In order to represent the meaning
of a natural language text, it is often not enough to know only the lexical meaning of the words.
Knowledge and reasoning about the entities and the relations in the world to which the text refers
may be needed to understand the text. Problems in understanding the text such as reference
resolution, interpretation of noun compounds, resolution of syntactic ambiguity, are some of
the problems that may require world knowledge for their resolutions; and some of these world
knowledge may already exist in the knowledge bases or can be inferred from them. Knowledge
bases such as NELL, YAGO, Freebase, or ConcepiNe#nd Singh?004 provide ontologies
that capture world knowledge. The structured knowledge in these knowledge bases also enables
inference engines to reason and form inference rules about the knowleainest al, 20717,
Gardner et 8) 2014 Haarslev and Nller, 7003 Ciuand Singh 2004].

Some typical natural language phenomena that require world knowledge and reasoning to
accurately represent their meanings include:

(a) syntactic ambiguity e.g., “Jen looked at ttmanwith a telescope” v.s. “Jen looked at
the beachwith a telescope”Nakashole"and Mitch&|POTH. Here, it is not immediately clear
just from the syntax of the sentences that the first sentence is ambiguous while the second is
not, since knowledge that a man can carry a telescope but cannot a beach is world knowledge.
Knowledge and inferences in knowledge bases over the categories of entitiegpérabacan
carry can help derive the meaning representations of these sentences. For example, that the
first sentence is ambiguous and can either be represented by this set of prediocateat (Jen,
man),carry,(man, telescopeépr this set of predicategiook at; (Jen, man)look with, (Jen, tele-
scope} while the second sentence can be represented by this set of predidatdsat (Jen,
beach)jook with; (Jen, telescopéj

(b) anaphoric resolution e.g., “Jen gave the bananas to the monkeys because thaynwere
gry” v.s. “Jen gave the bananas to the monkeys because theyip&ire Here, to resolve that
theyin the first sentence refers to the monkeys wilileyin the second sentence refers to the
bananas, we need knowledge of typical categories of entities that can be hungry and typical cat-
egories of entities that can be ripe. Knowledge in knowledge bases aiiouli.e., that it can
feelhungry; and knowledge abodtuit i.e., that it carberipe can help derive the meaning rep-

4The relations that cannot be described by typed verbs are relations that are specific to DBPedia and Freebase
system design such asreerStationin DBPedia, which is a placeholder for holding information related to an
athlete’s various relationsnatches goals etc) during a specific time span. On top of that, there are relations with
TRUE/FALSE values such aating? (i.e., whether a drug has a coating or not) or relations whose values are
positions in a sequence suchpaesidentNumbee.g.,presidentNumbefAbraham Lincoln,16) — Abraham Lincoln
is the 16th president of the United States

Sthe subscript on the predicate in these examples is the Wordnet synset ID
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resentations of these sentences. For example, that the first sentence can be represented by this set
of predicates{give;(Jen, bananasyive tg(Jen, monkeys)¥eel,(monkeys, hungry) while the

second sentence can be represented by this set of predipgitess(Jen, bananasyive ta;(Jen,
monkeys)be (bananas, ripa)

In these two examples, knowledge and inference about entities and relations to which the text
refer are crucial for its interpretation. One way to access such knowledge is to enrich the predi-
cates used to represent the meaning of the text with world knowledge and inference capabilities
of some knowledge bases; by linking theseb predicatedo relationsand theirargumentsor
adjunctsto entitiesin some knowledge bases. Such links will allow users of the verb resource
to tap into the knowledge, inference rules, and inference/reasoning capabilities that come with
the knowledge base. The knowledge base, on the other hand, can also benefit from the verb re-
source. The knowledge base can use the verbs to extract more instances of its relations or update
their values, as well as to extend its ontology of relations with the high coverage vocabulary of
relations provided by the verb predicates. For the knowledge base, extracting more relations and
instances can mean denser knowledge graph that can lead to better infetemmeref et 2.

2013.

Unfortunately, existing lexical semantic resource about verbs are limited in their mappings
from verbs to knowledge bases. Some existing resources classify verb lexemes into semantic
classes manually (e.g. WordNet) or classify verbs automatically (e.g. OlRIand Paniél
20013d). However, they have no direct links from these verb classes to relations in knowledge
bases. Other resources provide a basis for defining semantic relations between verb lexemes and
their arguments in terms of semantic roles (e.g. PropBangsbury and PaimgP007, VerbNet
[Kipper ef al, 7006, FrameNet Baker et al. 1998) where verb lexemes express frames, with
a separate set of roles defined for each frame. However, they have no direct links from the
verb classes or frames to relations in knowledge bases. There is also no direct mapping from
the semantic roles, which are labels in natural language form A&ggnt Patient Theme,to
entities/categories in knowledge bases.

Furthermore, existing verb resources that are semantically richest: WordNet, VerbNet or
FrameNet are manually constructed, making scalability a challenge. Knowledge bases have
thousands of real-world relations that are expected to grow over time. Manually annotating
verbs to map to the growing vocabularies of real-world relations is expensive. A verb resource
that maps verbs to relations in knowledge bases should be automatically constructed and grow
in coverage with the knowledge bases, leveraging on corpus statistics from large corpora such as
the Web to learn high coverage mappings from verbs to relations.

Our hypothesis is, therefore, thate can semi-automatically construct a verb resource that
goes beyond current resources in terms of coverage and links to knowledge bases, by leveraging
a combination of high coverage text corpora, a knowledge base with a rich type system over
entities, and other pre-existing linguistic resources such as a thesaurus and WordNet.

In order to construct a precise and high coverage verb resource that maps verbs in the corpora
to relations in the knowledge base, we leverage (1) an existing linguistic resource in the form of
a large-scale English thesaulflithat contains over 2.5 million synonyms of English words, (2)

SMoby Thesaurus: http://moby-thesaurus.org
"Project Gutenberg: http://www.gutenberg.org/ebooks/28900
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a large knowledge base of entities and relations connected to the real-world such as DBPedia
and NELL (whose English knowledge base contains over 2.7 million instances of 1.1k different
categories and binary relations), and (3) corpus statistics of over 650 million unique subject-
verb-object (SVO) triples occurring a total of over 2.1 billion times in a large corpus of over 1
billion web pages in ClueWé&{Callan ef al, P009H.

1.3 Road Map and Summary of Key Results

In Chapter? of the thesis, we discuss existing lexical semantic resources and point out where
information relevant for natural language understanding is still missing. We will also discuss
the importance of mapping lexical resources to knowledge bases and compare our approach and
verb resource to existing verb resources.

In Chapter3 of the thesis, we present an algorithm to learn the mappings from typed verbs
to the NELL knowledge base relations e.g., to map the typed verb “mpeng@n person” to
the NELL relationhasSpouséperson persor). The algorithm learns the mappings by aligning
the typed verbs and knowledge base relations with corpus statistics actingnésriimguathat
links the typed verbs and the relations. To demonstrate that the algorithm we propose can be
straightforwardly applied to compute the mappings from typed verbs in languages other than
English to relations from other knowledge bases, we use the same algorithm to map typed Por-
tuguese verbs to the Portuguese NELL relatidmsgrte and Hruschk&014 using Portuguese
SVO triples as an interlingua. Since Portuguese NELL is much smaller than that of English
NELL i.e., English NELL has extracted more relation instances and semantically typed more en-
tities than Portuguese NELL; we also explore a method that adds relation instances from English
NELL to Portuguese NELL to improve the coverage of the typed Portuguese verbs to relations
mappings.

We show in the experiments, the effectiveness of the mappings from typed verbs to knowl-
edge base relations to extract more instances for the knowledge base reldiimys [and
Mitchell, P0TH in English NELL and Portuguese NELL. We also find that adding knowledge
i.e., relation instances from English NELL to Portuguese NELL helps in improving the coverage
of the typed Portuguese verbs to the Portuguese NELL relations mappings.

In Chapterd of the thesis, we present an algorithm to learn the mappings from verbs to
changesn knowledge base relations (initiations or terminations of relations) that relptrson
entities in DBPedia e.g., to map verbs: “divorce” and “separate from” to the termination of the
DBPedia relatiorspouse The algorithm learns the mappings from correlated Wikipedia article
text and its infobox updates. To the best of our knowledge, there is no pre-existing resource
for verbs that automatically maps verbs to changes in knowledge base relations. We also show
in the experiments, that these mappings from verbs to changes in relations in the infobox are
effective for predicting Wikipedia infobox updates when the verbs are added or deleted from the
corresponding Wikipedia article teMijaya ef al, ?0TH.

In ChapterS of the thesis, we present an algorithm to extend the vocabulary of relations in
the knowledge base. Since not all typed verbs have mappings to the existing NELL relations, the

8http://lemurproject.org/clueweb09.php/



algorithm extends the vocabulary of relations in NELL by automatically clustering typed verbs
into synonym sets (synsets) and proposing synsets that are not mapped to the existing NELL
relations as new relations. Although trivially we can extend the vocabulary of relations in NELL
by adding every typed verb as a new relation in NELL as in the OpenlE faskaief ef a|.

2017, it has been shown that there is value in using clusters of semantically similar surface
forms rather than just individual words for improving performance; in tasks such as knowledge
base inferencedardner et g 2014 or word embedding for dependency parsidamimar et al,

20184.

To create clusters of typed verbs, we group typed verbs (that are extracted from ClueWeb’s
SVO triples and typed with NELL's semantic types) into similarly typed and semantically similar
clusters based on (1) the types of the subjects and objects of the verbs and the verbs’ selectional
preference, (2) their similarities based on their shared subject-object pairs in the SVO triples,
(3) their synonymy and antonymy constraints from Moby thesaurus and Wd&tdN&n, each
cluster is either mapped to a pre-existing NELL relation (based on the overlap of the typed verbs
learned for the relations in Chapfgand the typed verbs in the cluster) or added as a new relation
in NELL.

In terms of alignment with the coarse-grained WordNet senses induced by the Oxford Dic-
tionary of English (ODE) inventoryNavigli—ef al, 2007, our verb clusters produce the best
alignment to these manually constructed verb clusters, compared to the verb clusters in other au-
tomatically constructed large-scale resources such as PANBXdshole et 42?017 or PPDB
[Cocos and Callison-Burg?016. In terms of running time, it took only a total of 7 hours
to generate the clusters for VerbKB. This in contrast to some of the automatically constructed
resource such aKhwahara ef a| 2014 that took up to three days to construct.

We integrate all the semantics our algorithms have learned about verbs in GhaftandS
into VerbKB that we publicly relea$® VerbKB contains 65k unique verb patterns mapped into
200k binary relations, each typed with semantic categories in NELL. A typed verb in VerbKB
can be mapped to more than one relation, each expressing a particular verb sense and the verb’s
subject and object types. To the best of our knowledge, this is the largest knowledge base of
English verbs to date. As a comparison in Tdhik WordNet has 11k verb lexemes and 13k verb
synonym sets. VerbNet has 6k verb lexemes that are categorized into 280 classes according to
the syntactic frames they can appear in. Automatically constructed polysemy-aware verb classes
introduced in Kawahara et 4] 2014 have 1.6k verb lexemes categorized into over 840 classes
according to their syntactic frames. PATTKa&kashole et al 2017, which is a large-scale
semantically-typed resource of relational patterns mined from Wikipedia, contains 12k unique
verb patterns over 187k binary relations, each typed with semantic categories in YAGO.

1.4 General Design Choices

We make several design choices in building VerbKB. The first is that the VerbKB'’s lexical units
contain verb patterns, which are lemmatized verb phrases that match this part-of-speech-based
regular expression: YVP where V is a verb lexeme and P is a preposition. This limits the verb

SWe use only synonymy and antonymy relation from WordNet, not the synsets.
Ohttp://www.dwijaya.org/dvkb.html#DKVB
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Size ofEnglish Number of
Lexicon Verb Groups

VerbKB 65k unique verlpatterns 215k

PATTY 12k unique verlpatterns 187k

WordNet | 11k unique verb lemes 13k
VerbNet 6k unique verb lemes 280
Kawaharas | 1.6k unique verb leemes 840

Table 1.1: Size comparison between VerbKB and other resources, some respuceésgorize
its lexicon into groups according to syntactic frames

pattern in our VerbKB to be either a verb (e.g., “move”) or a verb followed by a preposition (e.g.,
“move t0”). We also require that the verb pattern appears between its subject and object (the
noun phrases/NPs) in the sentence.

Secondly, we extract and lemmatize verb patterns that match this regular expression from
ClueWeb SVO triples and Portuguese SVO triples. We use the Stanford CoreNLP lemmatizer
to lemmatize ClueWeb (English) SVO triples. To reduce some of the Portuguese verb pattern
inflections and generalize over the verbs and the prepositions, we use the LenmRaiRibiies
ef al, 7014 lemmatizer to lemmatize Portuguese SVO triples and expand contracted prepositions
e.g., “nas” to “em as” or “pelos” to “por 0s”.

For example, given the SVO triple “John ate noodles with chopsticks” we extract the verb
pattern “eat” with its subject “John” and its object “noodlesihdthe verb pattern “eat with” with
its subject “John” and its object “chopsticks”. We indicate when the verb pattern is in a passive
voice by a special indicator{passive) For example, given the SVO triple “the enemy was
defeated by our troops”, we extract the verb pattern “(passive) defeat by”, which means “to be
defeated by”. In tasks where ClueWeb SVO triples are not used e.g., in the task of mapping verbs
to changes in DBPedia relations where Wikipedia articles are used as a source corpus instead
of ClueWeb (Chapted), we use the Stanford CoreNLP dependency parser to parse Wikipedia
articles and extract verb patterns (lemmatized verb phrases that match our part-of-speech-based
regular expression: YVP) and their subjects and objects.

Thirdly, we derive the type signatures of the verb patterns by labeling the subjects and ob-
jects of these verb patterns with NELL's categories for the noun phrases. We use a list of
NELL's category labels for millions of noun phrases, which is available for download from
http://rtw.ml.cmu.edu/rtw/nps. We also use NELL's category labels for noun phrases that are in
NELL's knowledge base, which is available for download from http://rtw.ml.cmu.edu/rtw/resources.

NELL currently has 290 semantic categories that are organized into a subsumption tree with
a height of 7. At the root of the tree is the categemeryPromotedThingvhose children in-
clude the categoriesabstractThing agent geoLocatableThingitem location, and visualiz-
ableThing At the leaf of the taxonomy tree, an example of leaf categories that is deepest
in the tree is the categorpoliticianUs with a subsumption hierarchypoliticianUs — per-
sonUs— personNorthAmerica— personByLocation— person— humanAgent- agent—
everyPromotedThingNELL's semantic categories and the entities that NELL has learned to
belong to these categories is available for download and can be browsed at NELL's website:
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http://rtw.ml.cmu.edu/rtw/kbbrowser/

Dealing with Noise Since the NELL knowledge base is automatically constructed, it is noisy
and NELL's category labels for noun phrases may contain erroneous labels. For example, NELL
labels the noun phrase “underground coal miners” with categpoytsTeanwith a 0.52 confi-
dence. To reduce noise from erroneous labels, we make a design decision to select only labels
with confidence of at least 0.9.

Secondly, SVO triples extracted from ClueWeb may contain noise: unrepeatable triples that
are erroneous due to segmentation/parsing errors e.g., “smells notice decline” or outliers: triples
that are unrepeatable because they are too specific e.g., “Harry ran into the kitchen”. To reduce
noisy/outlier triples, we make a design decision to select only SVO triples that occur at least
twice in ClueWeb.

Thirdly, for the task of mapping typed verbs to knowledge base relations, we focus only on
mapping typed verbs that argormativefor a relation. We define informative typed verbs for a
relation based on how often the typed verbs co-occur with entity pairs that match the relation’s
type (domain and range) in the corpus. For example, to find informative typed verbs for the
relationhasSpousgwe look among typed verbs that co-occur frequently with entity pairs that
matchhasSpouseaype, which is person persor).

To adjust for the fact that some verbs appear more frequently in general (e.g., the verbs
“make”, “be”), instead of using raw co-occurrence counts to sort the informativeness of typed
verbs for a relation, we computéidf scores of each verb pattewthat matches our part-of-
speech-based regular expression, for each type sigrtatuffe, ;). For example, we compute
thetf-idf score of the verb pattern “drive” for the type signatyser§on vehiclg.

The term frequencyf) is the relative frequency of the verb patterfor the type signature
— computed by dividing the total number of timeeccurs with entity pairs of typeby the total
number of timesanyverb pattern occurs with entity pairs of typdnverse document frequency
(idf) is the log of the inverse fraction of type signatures that the verb pattern has — computed by
dividing the number (not the frequency) of distinct type signatures in the corpus by the number
(not the frequency) of distinct type signatures the verb pattern has.

tf-idf is a product oftf andidf. Thetf-idf score of a verb pattern for a type signature in-
creases proportionally to the number of times the verb pattern occurs with entity pairs of that
type, but is offset by how often the verb pattern occurs generally — with entity paarsy¢ype —
in the corpus. This helps to adjust for the fact that some verbs appear more frequently in general.
For example, the verb pattern “make” occurs frequently across diverse tyeeso) produc),
(organization producd, (person organizatior), (organization organizatior), (person creative-

Work), etc. while the verb pattern “die of” occurs frequently only for a specific typergon
physiologicalConditioh

Thetf-idf scores are used to sort the informativeness of typed verbs for a relation. To scale
our mapping algorithm to a large text corpus, we put a threshold on the number of typed verbs
we consider as potentially being mapped to the relation from this sorted list. The specific design
choices are detailed in the corresponding chapter of the mapping algorithm (QBjapter
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Chapter 2
Related Work

In this section, we discuss existing lexical semantic resources and point out where information
relevant for natural language understanding is still missing. We would also discuss the impor-
tance of mapping lexical resources, which contain semantic knowledge about words, and knowl-
edge bases, which contain conceptual knowledge about entities and relations anchored to the
world.

2.1 Lexical Semantic Resources

In discussing lexical semantic resources which contain meaning representation for words, it is
useful to talk about meaning representation itself to understand what representations are suitable
for expressing linguistic meaning, which information should be included, and how it can be
constructed. Meaning representation in linguistic theories can be discussed in terms of these
three frameworks(Dvchinnikovg ?0T7: formal semanticdexical semanticsanddistributional
semantics As a running example, we will use the verb lexeme “lend” and show how each
framework represents knowledge about this lexeme when available.

2.1.1 Formal Semantics

Formal semanticsnainly focus on the logical properties of natural language — rules that allow
translating the syntax (surface structures) to semantics (logical forms) in a compositional way.
For example, the sentences “The person lent the student money” is assigned to a first order logical
representationdp, s, m, e(person(p) A student(s) A money(m) A lend(e, p, m, s)), where the

first argument of every verb predicate such as “lend” is an event variable, the second argument is
a prototypical agent, the third argument is a prototypical theme/patient, and the fourth argument
is a prototypical goal/recipient.

However, this representation only concentrates on the logical features expressed by func-
tion words (e.g.and, if) while the meaning of the non-logical features expressed by content
words (e.g.,person lend, studentandmoney are mapped to atomic predicate names. The
criticism towards this approach is that many natural language phenomena require more knowl-
edge for their resolution than only logical structure. For example, the sentences “a person
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plays a guitar” and ‘a person plays a football game” is mapped to the same logical structure
dz,y,e(P(z) A Q(y) A R(e,z,y)). This structure as it is does not indicate that the verb lexeme
“play” indicates two different relations when the verb lexeme in the two sentences are mapped
to the same atomic predicgiéay. The mapping to atomic predicate names offers little in terms

of generalization. For example, that the relatpay in the first sentence is semantically similar

to the relationstrum in the sentence “a musician strums a guitar”. Formal semantics can easily
be extended so that the first sentence’s predicate is mapped to the rplagidnvhile the sec-

ond sentence’s predicate is mapped to the relgtlag2 The relations can then be expanded
into additional predicates arpday1can cluster with the relatiostrum. However, this extension
requires knowledge beyond logical features.

2.1.2 Lexical Semantics

Most existing lexical semantic resources can be discussed in termdexite semanticenean-

ing representation. Lexical semantics mainly focus on the organization of lexicons into groups
(word senses or verb classes or frames) and the semantic links between these groups (hyponymy,
meronymy, antonymy, causation, inheritance, temporal precedence, etc.). The main paradigms
underlining the lexical semantics meaning representation are a definition-based model of lexical
meaning, a prototype-based model of lexical meaning, and the aspectual approaches to lexical
semantic representation.

Definition Model of Lexical Semantics. The definition-based model involves decomposing
lexical meaning int@emantic markers atomic units of meaning and conceptualization. A hand-
crafted verb resource that is based on this decomposition approach is Vekopler et al,
20010). VerbNet lists over 6k verb lexemes that are categorized into 280 classes according to the
syntactic frames they can appear in. All verb lexemes in the same class appear in the same set of
syntactic frames. The classification into these classes is based on Levin’s classification of verb
lexemes[evin, T993, which is motivated by the notion that verb lexemes that are semantically
similar also have similar syntactic realizations (the Semantic Consistency Hypothesis that there
is some set of semantic features such that verb lexemes that share the same syntactic behavior
can be identical along those features).

For example, the verb lexeme “lend” in VerbNet belongs to the gjass-13.1 , which
contains 7 verb lexemes and 4 syntactic frames. The entry for one frame is shown below:

Syntactic FrameNP V NP PPrecipient

Example “They lent a bicycle to me”

Syntax Agent V Theme{TO} Recipient
SemanticsHAS_POSSESSIO(START(E), Agent, Theme)
HAS_POSSESSIOREND(E), Recipient, Theme)
TRANSFERDURING(E), Theme)

CAUSE(Agent, E)

As seen in this frame, the semantics are expressed through a conjunction of the semantic
predicatesHAS_POSSESSION, TRANSFER, CAUSH he semantics listed here are not just for the
verb lexemelend but also apply to all verb lexemes frogive-13.1  (e.g., deal, loan, refund,
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etc) whenever they appear in that syntactic frame. However, at the moment semantic predicates in
VerbNet are just labels — they are not axiomatized or linked to any formal themghinnikova

2017. A complementary resource to VerbNet that links verbs to knowledge base relations can
be one step towards filling this gap. For example, one can envision a method for linking the
semantic predicates in VerbNet to relations in the knowledge base, by linking the verb lexemes
to the relations in the knowledge base and the arguments of the verb lexemes to entities in the
knowledge base. The semantic predicates that the arguments participate in can then be mapped
to relations that the entities participate in the knowledge base.

Such a mapping can be beneficial for both VerbNet and the knowledge base. The mappings
from arguments to entities and predicates to relations can be used to verify and validate the se-
mantic predicates encoded in VerbNet in the same spirit as the VerbCorner peaesiiorne
ef_al, 2014. In addition to the crowd-sourcing effort of VerbCorner, one can envision using
semantic entailment approaches to verify the semantic entailments of verb lexemes using knowl-
edge about the verb lexemes’ arguments in the knowledge base as features e.g, what relations
the arguments have in the knowledge base, whether the arguments have changed state in the
knowledge base; combined with features of the text from which the knowledge base relations are
extracted, such as its syntactic parse, dependency path features, etc.

Conversely, the mappings between the semantic predicates in VerbNet and relations in the
knowledge base can be useful for knowledge base updates particularly for change of state verb
lexemes whose predicates can inform the knowledge base of what relations to update with what
values. For example, the verb lexeme “lend” when appearing in the above syntactic frame can be
used as a trigger in the knowledge base to terminate (among whichagiRossessidperson
thing) relation between entities that are the Agent and the Theme and to initidtasResses-
sion(person thing) relation between entities that are the Recipient and the Theme.

Prototype Model of Lexical Semantics. The prototype-based model of lexical meaning in-
volves representing meaning via a prototype — a structure of concepts underlying lexical mean-
ing, an example of which is Frame Semantiegiinore, 1967 that considers lexical meanings

to be related to prototypical situations capturedftaynes— structures of related concepts. A
hand-crafted lexical semantic resource that is based on this prototype approach and supported by
corpus evidence is FrameN®&iippenhoter ef §l2008§.

The lexical meaning in FrameNet is expressed in terms of frames, which are supposed to
describe prototypical situations spoken about in natural language. Every frame contains a set of
roles corresponding to the participants of the described situation.

For example, the verb lexeme “lend” is part of theNDING frame and haBorrower, Lender
andThemeas core roles. These roles are more specific and often referring to concrete scenarios.
For example, for the verb lexeme “lend” FrameNet assiggrsderinstead ofAgentin VerbNet
and Borrower instead ofPatientin VerbNet. Also, in contrast to VerbNet, FrameNet assigns
these roles not only to verb lexemes but also nouns, adjectives, adverbs, and prepositions. For
example, the noun “loan” is also part of th&DING frame. In addition, FrameNet introduces
semantic relations between frames e.g., tlEeN®&_BORN and DEATH frames are connected by
the “precede” relation. This feature opens a range of new reasoning options and can also be
useful for paraphrasing.
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Similar to VerbNet, FrameNet also gives syntactic realization patterns of frame elements
based on corpus evidence e.g., the Btrower in the frame LENDING is most frequently
filled by a noun phrase in the indirect object position. Similar to VerbNet, FrameNet does not
yet have links that connect the frame and its roles to the relation (or the set of relations) and
categories/entities in knowledge bases. A resource that links verbs to relations a knowledge base
can be one step in this direction.

Lexical Semantic Relations. As an alternative to having to define a set of labels or roles (i.e.,
semantic primitives) to define meaning, this approach represents meaning as a network of rela-
tionships between word senses. A hand-crafted lexical semantic resource that is based on this ap-
proach is WordNet¥iller ef all, T99(]. In WordNet, lexical-semantic knowledge is represented

in a network-like structure. Nouns, verb lexemes, adjectives, and adverbs and their synonyms
are grouped into synonym sets (synsets) which express word senses.

For example, the verb lexeme “lend” is in several verb syndéend, impart, bestow con-
tribute, add, bring, {lend, loar} etc.), each referring to to the different senses of “lend”: the first
sense here refers to “lend” in the sense of “to bestow a quality on”, while the second sense refers
to “lend” in the sense of “to give temporarily” or “to let have for a limited time”.

Semantic relations such as hypernymy, hyponymy, meronymy, antonymy, etc. are defined
among synsets and words. For example, the direct hypernym of the second sense of “lend”
above is the verb synségjive} as in “to transfer possession of something concrete or abstract to
somebody”.

Synsets in WordNet, however, are often criticized for being too fine-grained to enable auto-
matic word sense classificaticAdirre and De T acallg?003]. Similar to VerbNet and FrameNet,
WordNet also does not have links from its word senses to relations in knowledge bases.

Aspectual Approaches to Lexical Semantic Representation.As verbs denote events that
take place in time, verbs can be differentiated according to how the events they denote take
place in time — i.e., their aspectual notions. The first of these aspectual distinctions is stativity
vs. dynamicity — i.e., the distinction of verbs into those that expséses(events that do not
involve change e.g., “hate”, “know”, “be yellow”) vs. those that expregsnts(events that
involve change e.g., “run”, “reach”, “break”, “hit”).

Events or nonstates can further be divided into several subclasses based on their temporal
feature: durativity vs. punctuality — i.e., tideirativevs. punctualevents.

Durative events can be subdivided based on their telicity — i.e., whether or not they have a
culmination, telos, or endpoint — intexctivities(events that take time but have no inherent tem-
poral endpoint e.g., “run”, “wipe”, “pour”) oaccomplishmentgevents that take timand have
an inherent endpoint delosat which a result state comes about e.g., “fill”, “clean”, “draw”).

Punctual events can be subdivided isgmnelfactivegevents that take no more than a moment
in time [EngelbergT99Y but like activities do not have a result state that follows e.g., “hit”,
“hop”, “wink”) or achievementgevents that take no more than a moment in time and at which,
like accomplishmentghere is a transition to a result state e.g., “explode”, “break”).

Thus the major aspectual classes of verbs states activities accomplishmentsachieve-
ments andsemelfactives The various aspectual classification systems make the same distinc-
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tions, collapsing some or subdividing othe¥&hdler, T957, Dowty, 1979 .

To determine which aspectual class a verb belongs to, a variety of diagnostics have been
proposed. For example, the test for aspectual verb categories propd3ediw[T979 includes
the test for the kinds of preposition that the verb can take. For exaaghlesvementerbs cannot
occur with the preposition “for” when it indicates the duration of the events e.g., “*Bodaks
the window for an hour”. The tense of the verb can also be an indication of its aspectual class.
For example, irstativity tests [akofi, T96€, one of the indicator of stative verbs is that they
cannot appear in the progressive e.g., “*I am knowing the answer”.

In this thesis, we try to learn verbs that belong to¢kientgor nonstates) aspectual class and
to link them to changes in the knowledge base relations. To the best of our knowledge, there is
not yet a verb resource that learns this linking automatically. However, because we lemmatize
verbs before linking them, we lose some of their aspectual features such as their tenses that can be
useful for disambiguation. Future work can explore whether the existing aspectual diagnostics
— such as those proposed bmwty [1979 or Lakofi [T966 — can be used, for example, as
constraints, to learn better linking between verbs and changes in the knowledge base relations.

2.1.3 Distributional Semantics

Distributional semanticgepresentation of meaning is based on the quotation: "You shall know
a word by the company it keepsFirth, T9671 — where lexical meaning is obtained from the
distributional properties of words: "words which are similar in meaning occur in similar con-
texts” [Rubenstein and Goodenoyd®64. A lot of automatically constructed lexical resources
are developed out of this idea, for example, DIRIn[and Panig|?001H, PPDB [Ganitkevifch

ef al, P0TY, Polysemy-Aware Verb ClasseKawaharaef al 7014, PATTY [Nakashole et 3|.
2017 and ReVerbFader et al.?017).

The DIRT (Discovery of Inference Rules from Textlii-and Pant&l?007TH is a collection
of paraphrases automatically learned from corpora. The approach is motivated by the hypothesis
that a phrase (a path between two nouns extracted from a dependency parse tree) expresses a
binary relationship between the nouns. If two phrases tend to link the same sets of nouns then the
meanings of the corresponding phrases are similar. For example, the pknasse YandX is
the author of Yare similar, with some measure of similarity. DIRT contains around 231k unique
phrases and their pairwise similarities. However, a range of different types of phrases can have
similar distributional properties. Therefore, although DIRT extracts good paraphrases such as
‘imprisoned” or “jailed” for the phrase “thrown into jail” for example, DIRT also extracts phrases
that are temporally or causally related like “began the trial of” or “interrogate#nitkevitch
efal, 2013.

Instead of extracting paraphrases from monolingual corpora like DIRT, the Paraphrase Database
(PPDB) [Ganitkevitch ef d].20T] extracts paraphrases from large bilingual corpora. The idea
behind the acquisition of the paraphrases is that two words in one language that align in a par-
allel text to the same word in a different language should be synonymous. For example, the
English phrases “thrown into jail” and “imprisoned” are aligned to the same German phrase
“festgenommen” therefore they should be synonymous. They found that this bilingual pivot-
ing rarely extracts the non-paraphrases that DIRT extracts. One rationale behind this can be
that bilingual pivoting can help disambiguate the semantic roles or selectional preference of the
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source word in its particular sendel¢échurg ?008. For example, “jail” and “imprison” have

the same core roles in FrameN&uthorities Prison, andPrisoner while “interrogate” has a

very different set of core rolesSpeakerMessageAddressegandTopic. The German phrase
“festgenommen” may have disambiguated what the relevant roles or selectional preference is for
the phrase “thrown in jail”.

The result is a semantic lexicon containing more than 220 million ranked paraphrase pairs
of English (8 millions of these are lexical: single word to single word). The paraphrase pairs
are ranked using their monolingual distributional similarity scoiékan et al. 2017 based
on contexts extracted from the Googleggrams Brants and FranzZ?00§ Lin_ef all, P01(] and
Annotated Gigaword corpuNBpoles et 2] ?70T7.

The most recent release of PPC®Bdcos and Callison-Burgl20TH includes the clustering
of each phrase’ paraphrases into separate sense clusters (synsets). The clustering is based on
the paraphrase scores that quantify the goodness of a pair of parapB@sesrfi and Callison-

Burch 2004, the paraphrases’ similarities in terms of the foreign words that they align to in the
bilingual corpora, and their distributional similarity measures basedoRD2VEC [Mikolov
ef-al, ?0T3 trained on a monolingual corpus (Google News dataset).

Kawahara et al[?0714 produce a collection of polysemy-aware verb classes from verb lex-
eme uses in GigaWord (LDC2011T07; English Gigaword Fifth Edition) and web corpora. They
do this in two clustering steps: they first cluster verb lemexe uses into verb-specific semantic
frames and then cluster these semantic frames for multiple verb lexemes into verb classes. They
use the Chinese Restaurant Process to cluster in both steps using a combination of dependency
slots and words co-occurring with the verb lexemes as features (e.g., “dobj:bird” or “nsubj:child”)
in the first clustering step and slot-only features (e.g., “dobj” or “nsubj”) in the second step. Clus-
tering each lexeme’s uses into its verb-specific semantic frames in the first step helps deal with
verb polysemy in the second step as each verb lexeme now has multiple data points (i.e., frames)
to cluster in the second step. They differ from previous works in that their clustering steps also
produce verb-specific semantic frames like PropB&akdsbury and PaimeP007. A semantic
frame discovered for the verb lexeme “inform” for example, consistsabjslot (with instance
words such as “i”, “he” and “we”)dobjslot (with instance words such as “me”, “you”, and “us”),
andprep. of slot (with instance words such as “decision”, “this” and “situation”). However, be-
cause they do not consider lexical similarities in their second clustering step, they discover that
their clusters often consist of non-paraphrases with mixed meanings. For example, the verb lex-
emes “need” and “say” are in the same cluster because they have a high syntactic similarity of
constituting slot distributions, which are comprised of a subject and a sentential complement.
The constructed lexical resource has 1.6k verb lexemes over 840 classes and takes up to three
days to construct.

PATTY [Nakashole ef 412017 is another large-scale collection of synonym sets of rela-
tional patterns harvested from text corpora. To extract the relational patterns, PATTY traverses
the dependency graph of each sentence in the corpora to extract the shortest path (expanded to
include adverbial and adjectival modifiers) that connects two entities in the sentence. PATTY
differs from DIRT, PPDB, an&Kawahara ef a[2?014 in that each of its patterns has a type sig-
nature for the entities that they connect (e.g., for the pattern “first performed in”, it has the type
signature [persorx country]. The type signatures are derived through the use of a dictionary of
entity-category pairs provided by knowledge bases like YAGO, Freebase, or DBPedia.
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The type signatures are useful for several other things. Firstly, typed patterns can be grouped
into pattern synonym sets (synsets) and ordered into a subsumption hierarchy based not only
on the overlap of entity pairs that occur with the patterns but also on the compatibility of the
patterns’ type signatures as an additional cue. For example, the pattern of type signtdure
x award can be grouped with the pattern of typmisicianx award Based on the entity pairs
overlap, the pattern “covered” is subsumed by “performed” for the same type signataigan
x song Secondly, type signatures can also distinguish different “senses” of the verb pattern,
which naturally helps when dealing with verb polysemy. For example, the verb pattern “covered”
with the type signaturenusicianx songis in adifferentsynset than the verb pattern “covered”
with the type signaturgournalist x event PATTY uses frequent sequence mining to extract
these syntactic-ontologic-lexical patterns efficiently on large text corpora like Wikipedia. The
resulting is a collection of about 350k pattern synsets with an average accuracy of around 85% —
they compute accuracy by randomly sampling the synsets and asking human judges whether the
pattern synset indicates a valid relation or not.

The following work, HARPY [5rycnerand Weikufy?0T4, aligns PATTY synsets to Word-

Net synsets with a Mean Reciprocal Rank (MRR) alignment score of 0.7. A later work, RELLY
[Grycneref al.?0TY, organizes PATTY synsets into a higher coverage and precision subsump-
tion graph, using Probabilistic Soft Logic modeling framewdknhmig et al, ?012 Bach et al,

2?0714 to integrate the high precision knowledge about the type (and word) hierarchy in resources
such as the YAGO knowledge base (and WordNet) with the noisy subsumption information in
PATTY and the noisy mappings in HARPY. A manual evaluation of hypernymy links inferred
by these systems shows that in comparison to HARPY and PATTY, RELLY has higher precision
for both precision at the top 100 hypernymy links and at the randomly sampled 100 hypernymy
links. Precision in RELLY is comparable to PATTY, but RELLY has more than four times as
many hypernym links.

As PATTY'’s patterns are extracted from dependency paths connecting entities from knowl-
edge bases, PATTY differs from all the other existing lexical resource in that it has direct links
to knowledge bases, from its pattern synsets to knowledge base relations. However, we find that
PATTY has low coverage in terms of verb patterns. A lot of its clusters contain patterns of the
same typed verb, just with different (adjectival, adverbial, modifier) expansion. For example,
one synset contains “is known [[num]] [[prp]] role as”, “well known for [[prp]] role in”, “best
known for [[prp]] role on”, “is known for [[prp]] role in”, etc. When we consider only the typed
verbs in the clusters, the average size of PATTY clusters is 1.19, which means that a lot of its
clusters consist of variations of a single typed verb. We believe therefore that in terms of verb
patterns particularly, PATTY clusters do not provide a lot of generalization.

Although PATTY clusters are small in terms of the verb patterns that they contain, its verb
clusters are not singletons as that of ReVérbder ef a|.20T7. ReVerb is a lexical semantic
resource that is purely textual, where each pattern is a cluster/relation by itself. For example, a
textual pattern “made a deal with” is itself a relation in ReVerb.

ReVerb operates in an Open IE paradigm; it makes a pass over its corpus — requiring no
manual tagging of relations nor any pre-specified relations, identifies relation phrases that satisfy
the syntactic and lexical constraints and then finds a pair of NP arguments for each identified
relation phrase. The resulting extractions are then assigned a confidence score using a logistic
regression classifier.
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The syntactic constraint specifies that every multi-word relation phrase must appear between
its two arguments in the sentence and must begin with a verb, end with a preposition, and be
a contiguous sequence of words. The syntactic constraint limits relation patterns to be either a
verb (e.g., “invented”), a verb followed immediately by a preposition (e.g, “located in”), or a
verb followed by nouns, adjectives, or adverbs ending in a preposition (e.g., “has atomic weight
of”). The constraint eliminates incoherent relation phrases (e.g., “was central torpedo”) and unin-
formative extractions by capturing relation phrases expressed by a verb-noun combination (e.qg.,
given the sentence “Faust made a deal with the Devil”, instead of extracting the uninformative
“made”, Reverb extracts “made a deal with”).

To avoid overly-specific extracted relation phrases, the lexical constraint specifies that a bi-
nary relation phrase ought to appear with at least a minimal number of distinct argument pairs
(they set it to be 20 in their experiment) in a large corpus (they use a corpus of 500 million Web
sentences in their experiment).

Like other Open IE systems, due to its open-domain and open-relation nature, ReVerb is
purely textual and is unable to relate the surface forms to an ontology of a knowledge base, if
known in advanceSoderland ef 3|2071(].

2.2 Lexical vs. World Knowledge

We have already discussed how knowledge about the world is crucial for natural language under-
standing. To discuss possible differences between lexical and world knowledge, we will use the
illustration from [Ovchinnikova P0T7 that points to the different levels of knowledge relevant

for NLU.

(1) If NPis a noun phrase arMd is an intransitive verb, then the concatenatifa V is a
clause.

(2) The phrase wrote ycorresponds to the propositiovrite(x,y)

(3) The propositiomwrite(x,y)refers to a “text creation” event, such thagtlays the role of
authorandy plays a role otextin this event.

(4) If something is a tragedy then itis a play.

(5) The main function of a playwright is writing plays.

(6) “Romeo and Juliet” was written by Shakespeare.

Example (1) represents a typical syntactic rule and is included in the grammar of the English
language. In example (2), a surface realization of the predizdiieis mapped to its logical form
— for example, in the output of a semantic parser. In example (3), the predicate and its arguments
can be mapped to the “text creation” frame and its thematic roles in a lexical resource such as
VerbNet or FrameNet or can be mapped to the relatwibe(author, tex)) that has argument
typesauthorandtextin a knowledge base such as NELL. Example (4) is an example of a type-of
or is-a relation that can be included in a lexical resource such as WordNet or in a knowledge
base such as NELL, while example (5) is common sense knowledge about playwrights. This
can be part of a definition of a category “playwrights” in a knowledge base ontology or learned
automatically by an inference engine such as PR#o[ef al, 7017 over the knowledge base.
Example (6) is a specific fact about the world that can be part of a factual ontology containing
knowledge about therite relation instances (e.g. YAGO).

20



It is straightforward to see the examples (1) and (2) are language dependent and belong to
lexical knowledge while example (6) is not. Example (6) is a part of the knowledge about the
world. Everything in between (3) and (5) is more difficult to classify, they are both language
dependent and anchored to the world. For a better NLU, it is clear that we need both lexical and
world knowledge. Thus, there is a need to bridge the knowledge from (2) to (3) and use inference
over the network of world knowledge which can be found in knowledge bases i.e., example (3)
to (6), to better interpret natural language expression.

Strictly speaking, lexical semantic resources provide information about words and not about
the world. Although the generalization which these resources give (VerbNet with its verb classes,
FrameNet with its frames, WordNet with its synsets, DIRT and PPDB with its paraphrases) can
be seen as referring to conceptual entities, it is not clear how much inference we can do over them.
Reasoning over lexical semantic resources alone has a significant shortcoming in that they imply
too little structure Dvchinnikovg ?0T7. In most cases, semantic relations defined in these lexi-
cal resources are just two-place predicatetation. naméword,, words) (whererelation. name
is, for example, semantic relations such as hyponymy, antonymy, causation, inheritance, etc.)
that are difficult to use for defining complex relationships like the fact thaarRSPNAFRICA (a
NELL's category) is a person who has citizenship of a country that is located in Africa. Lexical
semantic relations seem to be not enough for representing detailed world knowledge. A purely
textual resource such as ReVerb that lacks generalization is even more limited in the reasoning
that can be done over it. For example, given a sentence from a docushakiespeare’s Romeo
and Juliet is a tragedyreasoning over examples (4) - (6) enables us to inferShakespearss,
therefore, glaywright This additional information can be useful for understanding other parts
of the document, which reasoning over text alone may not allow us to do. Although methods like
Universal ScheméeHiedel et al. 70T can be used to conduct inference over purely textual pat-
terns, they have also benefited from structured data in knowledge bases as part of their schema,
for example in improving the generalization of surface patterns in their schema.

In contrast to the lexical semantic resources, knowledge bases are designed for conceptual-
izing the world: its entities and the more complex relationships. However, being built up with
lexemes makes lexical-semantic resources more applicable in NLP, while knowledge bases re-
quire an additional lexical interface to be mapped to linguistic structi@esHinnikovg 20T4.

There is a need, therefore, to map the lexical semantic resources to knowledge bases containing a
conceptual representation of the world to facilitate deep inference over the data for better natural
language understandinBd@deriand et 3|2071(]).

2.3 Summary

In terms of the meaning representation, formal semantics focus on logical features of a language,
focusing mainly on functional words and compositionality while representing content words as
atomic predicate names. Lexical semantics on the other hand mostly ignore the logical aspects
of language or compositionality, focusing mainly on the specification of the meaning of con-
tent words. Distributional similarity represents the meaning of words via their distribution and
computes compositionality from the distributional similarity of its components.

In this thesis, we use insights from lexical and distributional semantics to build a lexical
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Similarities Corpora | Contains Outputs Dealswith Type Links to
for Synsets Synsets Blysemy Signatues | KB relations
DIRT lexical mono- rel.phrase no - no no
PPDB lical bi- paraphrase yes yes no no
Kawaharas syntactic mono- v yes +frames yes no no
PATTY lexical +type mono- rel.phrase yes yes yes yes
Re\erb - mono- v+n+p no - no no
VerbKB lexical + mono- v+p yes yes yest yes+
type+ selectional | A relations
constraints preference

Table 2.1: Comparison between VerbKB and other automatically constructed, large-scale re-
sources

resource for verbs that specifies the meaning of typed verbs by mapping the verbs to relations in
knowledge bases with compatible type signatures.

To create a resource for verbs with higher coverage than any other pre-existing resources, we
leverage a very large web corpus (ClueWeb) and extract verbs from over 650 million subject-
verb-object (SVO) triples occurring a total over 2.1 billion times in ClueWeb.

From pre-existing resources, we learn that distributional similarities alone are not enough
to identify similar verbs. For example, DIRT extracts non-paraphrases that are not synonyms
but temporally or causally related because they have similar distributional similarities. Analysis
of clusters in PPDB sense clustefsoicos and Callison-Burgl?016, where paraphrases are
clustered based on monolingual and bilingual distributional similarities, reveals that verb clusters
score significantly lower in terms of F-score (a harmonic mean of precision and recall of the
clusters) and V-measure (a harmonic mean of homogeneity and completeness of the clusters) than
clusters of other parts of speech. Similar evidence is found in word embeddings. State-of-the-
art word embeddings such agRD2VEC that are trained on bag-of-words contexts are shown
to produceverb embeddings with qualities that are substantially lower than thahdonsfor
the task of word similarity predictiorSchwartz et &).20716. They found that using symmetric
pattern contexts (Hearst patterbielarst1997 such as “X or Y” where X and Y are verb lexemes
e.g., “run or walk”) improves verb lexeme similarity performance by up to 15%. The rationale
behind the usefulness of this context type is that two verb lexemes that co-occur in a symmetric
pattern tend to take the same semantic roles in the sentence, and are thus likely to be similar in
meaning.

Since semantic role is important for discovering similarities between verbs, like PATTY we
leverage not only the distributional similarities of the verbs based on their contexts (i.e., subject-
object pairs) in the SVO triples but also their type signatures as manifestations of their semantic
roles [Zapirain et al, ?0713. Different from other automatically constructed resources, however,
we also leverage pre-existing hand-crafted lexical resources that are Moby thesaurus and Word-
Net and use relational information from these lexiconsasstraintdo encourage synonym (and
respectively discourage antonym) verbs to be in the same clusters. As an additional contribution
that is different from other pre-existing lexical resource for verbs, we also map vethanges
in relations in knowledge bases. These comparisons between VerbKB and other existing, auto-
matically constructed resources are summarized in Taflle
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Chapter 3

Mapping Verbs to Knowledge Base
Relations

3.1 Introduction

As we have discussed in our motivating assumption, the mappings from verbs to knowledge
base relations that enable the anchoring from text to conceptual knowledge can be useful for
natural language understanding systems. However, despite recent progress in a knowledge base
construction, there is not yet a verb resource that maps to these knowledge bases: one that
contains verb predicates that identify knowledge base relations.

Aside from aiding natural language understanding systems, a resource that maps verbs in
different languages to knowledge base relations can also be useful to the knowledge base. For
example, for extracting facts from text into the knowledge bases, or to aid alignment and inte-
gration of knowledge across different knowledge bases and languages. Such a multi-lingual verb
resource would also be useful for tasks such as machine translation and machine reading.

In this chapter, which is based on our previously published pa@#iraya et al, 2013 WWi-
laya and Mitchell 20716, we present an algorithm that learns the first semantics about verbs that
we include in our VerbKB, namely the mappings from typed verbs to the NELL knowledge base
relations e.g., the mapping from the typed verb “mapgréon person” to the NELL relation
hasSpousdperson persor).

The algorithm learns the mappings by aligning the typed verbs and knowledge base relations
with subject-verb-object (SVO) triples extracted from a corpus acting ageninguathat links
the typed verbs and the relations. We use a scalable Expectation Maximization (EM) approach
using SVO triples extracted from the very large ClueWeb text corfvigaya and Mitchel)

20716. Given a text corpus in any language and any knowledge base, the method can produce
mappings from that language’s typed verbs to the knowledge base relations.

Experiments with the English NELL knowledge base and ClueWeb corpus show that the
learned English typed verb-to-relation mappings are effective for extracting relation instances
from English text. When applied to the Portuguese NELL knowledge Ihassie and Hruschka
2014 and a Portuguese text corpus, the same method automatically constructs a verb resource
in Portuguese that is effective for extracting relation instances from Portuguese text.
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Since English NELL has extracted more relation instances and has typed many more entities
than Portuguese NELL, we explore a method that adds more relation instances to Portuguese
NELL from the instances in English NELL. We use a multilingual knowledge base (DBPedia) to
link the entities in English NELL to their corresponding Portuguese noun phrases. We find that
adding this knowledge from English NELL improves the coverage of the typed Portuguese verbs
mappings and correspondingly the recall of the relation extraction.

3.2 Motivating Study

Our work to map typed verbs to relations in the knowledge bases using web text as a kind of
interlinguastarted from our earlier work on knowledge base ontology alignment. In that work,
we align ontologies of two knowledge bases that share few or no data entries in colraya|

ef al, 70713 by using corpus statistics based on the Web amtarlinguato link the two. For
example, using corpus statistics of 650 million Subject-Verb-Object (SVO) triples from the entire
ClueWeb Callan et al. 2?0094 corpus of about 230 billion tokens, we can create a graph linking
the two knowledge bases (FigUzel).

Our approach, called PIDGIN, then performs inference over this graph to determine that
KB;:bornin is equivalent to KB:personBornInCity PIDGIN first associates the relation nodes
from KB, with seed labels i.e., self-injection. Starting with this seed information, a graph based
semi-supervised learning (SSL) algorithiralukdar and CrammeP009 is used to propagate
these relation labels and classify the rest of the nodes in the graph. One of the advantages of
this approach for alignment is that it takes the graph structure (specified by the ontologies of
resources to be aligned) and transitivity into account.

KB :<Rihanna, St. Michael> | | E| KB,:< T
| KBpersonBorninity |
KB,:<Bill_Clinton, Hope> | E E | KB,:<Obama, Honolulu> H
KBy o B
_________________________________________________________________________________________
| §0:<"Bill Clinton”, "Hope”> | | §0:<"Barack Obama”, “Honolulu”> |
' Interlingua (SVO Data)

Figure 3.1: Graph construction using SVO triples as an interlingua to link the knowledge bases
to be aligned.

As a by-product of label propagation on the graph, each verb pattern (lemmatized verb phrase
that matches our part-of-speech-based regular expressioNPysee sectiofi-d) and NP-pair
node in the graph (i.e., the and SO: nodes in Figuré3™) will be assigned scores for each
relation label. Exploiting these scores, we can estimate the probability that a verb pattern

represents a relationas P(v|r) ~ % whereY (v, r) is the score of labet assigned

to verb pattern node. Since a verb pattern may represent different relations depending on
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Knowledge Relation Learned Verbs

Base
/sports/sports team/ played at, played in,
arena stadium defeated at, will host
Freebase
at, beaterat
/medicine/medical may promote, can
treatment/side effects cause, may produce, is
worsened, xacerbate
drugPossiblyTreats  treat, relieve, reduce,
PhysiologicalCondi-  help with, can help al-
NELL . .
tion leviate
politicianHoldsOffice  serves as, run for, be-
came, walected
actedIn played in, starred in,
Yago2 starreql, played, por-
trayedin
isMarriedTo married, met, date,
wed, divorce

Table 3.1: Examples of relation-verb pattern pairs automatically learned by PIDGIN. Although
we stem verbs in experiments, for better readability, we present the original non-stemmed forms
of the same verbs above.

the category types of the NP-pair with which it co-occurs e.g., the verb patteer has a

different meaning when it appears with an NP-p&aul, room) from when it appears with an

NP-pair (John American Ido); when estimating®(v|r) we also take into account the scores

of » on the NP-pair node§V P, N P,) with which verb pattern co-occurs. We now measure,

P(v|r) ~ % whereY (v,7) = 3. Y(T,,r), whereT, is an SVO triple(npi, v, nps),

and where’ (T,,,r) = Y ((np1, nps),r) * Y (v, ). We multiply this estimate with the tf-idf score

of the verb pattern, which is proportional to the number of times a verb pattern appears for a

relation but is offset by the total number of times the verb pattern appears with all the relations.

This helps to reduce the effect of common verbs sudh, &&comehat represent many relations.
Using this scoring, for each relation, we can return a ranked list of verbs that represent the

relation. Some of the verbs returned are shown in TBhle As we can see in Tablgl, the

system is able to distinguish verbs representing the relatiedicine/medical

treatment/side effects’exacerbate”, “can cause” from the verbs representing the antonym rela-

tion drugPossiblyTreatsPhysiologicalConditiorfrelieve”, “can help alleviate” even when the

two relations have the same domaiitg) and range fghysiological condition The system is

also able to recognize the directionality of the relation. For example, faethdon _acquired

which represents the inverse of the relatamyuired (as in company X acquiring company Y);

the system is able to return the correct verbs: “(passive) buy” and “(passive) purchase”, which

are the inverse forms of the verbs “buy” and “purchase” (as in “be bought by” and “be purchased

by”). Of practical importance is the fact that PIDGIN can learn verbs representing relations in
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knowledge bases whose instances are created manually or extracted via carefully constructed
regular-expression matching (e.g., Freebase and YAGO). We can, for example, use these verbs
to then automate an extraction process for these knowledge bases.

3.3 Overview of Method

Motivated by these encouraging initial mapping results that are the by-product of ontology align-
ment, we formalize the problem further and use the idea of web text as an interlingua to map verbs
to knowledge base relations. Given a knowledge base such as N&ifl$on et al[?0T(] which
consists of:

(1) an ontology that defines a set of categories (8gortsTeam, Ciy

(2) another part of the ontology that defines relations with these categories as their domain
and range types (e.gteamPlaysInCitySportsTeam, City)

(3) constraint specifications (e.g., mutual exclusion, subset) among knowledge base cate-
gories and relations,

(4) knowledge base entities which instantiate these categories $teglerse Sport-
sTean),

(5) knowledge base entity pairs which instantiate these relations (Stgelérs Pitts-

burgh) € teamPlaysInCity,

we map verbs to knowledge base (KB) relations using a very large ClueWeb corpus as a kind of
interlingua. Our approach first grounds each KB relation instance {eagnPlaysInCitySteelers,
Pittsburgh)) in mentions of its argument pair in this text, then represents the relation in terms of
the verbs that connect these paired mentions (se€3Elg.

teamPlaysInCity Knowledge Base wasBornin
(SportsTeam, City) (Person, City)

(Barack_Obama, Honolulu)
1 [}
e\(eland) !

- Cavaliers, Cl;
(Steelers, Pittsburgh) ( ava‘llers

(Madt’anna, Bay'_City)

/ T

o7\,

\
\ B‘gy City, }..

¥
1 .
ukgh, PA \“ Madonng was bor_rlln
v N

k)
is based in Pittsb

p
... Steelers
Pt

v
The Cavs played in C

-
~—<_ | .. s A\

-

Figure 3.2: Mapping verbs to relations in KB through web text as an interlingua. Each relation
instance is grounded by its mentions in the web text. The verbs that co-occur with mentions of
the relation’s instances are mapped to that relation.

For high coverage mappings, we train on both labeled and unlabeled data in our web text
using Expectation Maximization (EM). We introduce type checking during the EM process to
ensure only typed verbs whose subject and object types match the relation’s domain and range
types are mapped to the relation. We also incorporate constraints defined in the KB ontology
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to find typed verbs to relations mappings that are consistent with these constraints. Since the
method is both KB- and language-independent, we can use the same method for constructing an
English verb resource to automatically construct a Portuguese verb resource.

3.4 Terminology

We define the NELL knowledge base to be a 6-tujgle/, R, Iz, SubsetMutex. C is the set
of categories e.gSportsTeani.e.,c; € C = {c1,...,ci¢}. Ic is the set of category instances
which are entity-category pairs e.gGléveland City) i.e., Ic = {(em, ¢;) | em € ¢, ¢; € C}.

R is the set of relations e.ggamPlaysInCityi.e.,r; € R = {r,...,rz/}. We also define
frype 10 be a function that when applied to a relatigrreturns the type signature of the relation
frype(ri) = (¢j, cx) for somec;, ¢, € C' €.9., fiype(teamPlaysInCity = (SportsTeanCity).

I is the set of relation instances which are entity-relation-entity triples €gvaliers,
teamPlaysInCity Cleveland)i.e., Ir = {(em.7i.6n) | (€m,€n) € 13y 7i € R, €y € ¢j, €, €
Chs frpe(ri) = (¢j,c)}s In = I, UL, U .. Ly where (e,,, e,) IS an entity pair e.g.,
(Cavaliers Cleveland.

Subseis the set of all subset constraints among relationB ire., Subset= {(i, k) : I,, C
I, }. For examplg{(person,ceoOf company) C {(personworksFor, company).

Mutexis the set of all mutual exclusion constraints among relatiodiia., Mutex= {(i, k) :

I,, N I, = ¢}. For examplg{(drug, hasSideEffectphysiologicalConditior) N {(drug, possi-
blyTreats physiologicalCondition) = ¢.

Each KB entitye,, can be referred to by one or more noun phrases (NPs). For example, the
entity Cavalierscan be referred to in text using either the MReveland Cavaliers”or the NP
“The Cavs'™. We defineN., (e,,) to be the set of English NPs corresponding to entity

We defineSV O to be the English Subject-Verb-Object (SVO triples) interlirfgeansisting
of tuples of the formnp;, v,, np,, w), wherenp, andnp, are noun phrases (NP) corresponding
to subject and object, respectively, is a verb pattern that connects them, ants the count of
the tuple.

3.5 Data Construction

We construct a datasél for mapping English verbs to relations in NELL KB. First, we convert
each tuple inSV O to its equivalent entity pair tuple(s) iV O’
= {(em, Vp, €n, W) | nps € Nep(em), npo € Nenlen), (nps, vy, np,, w) € SVO}. For example,
we convert the tuple (“Pitt”, “marry”, “Jolie”, 9302) i’V O to the entity pair tupleBrad Pitt,
“marry”, Angelina Jolie 9302) inSV O’, whereBrad Pitt and Angelina Jolieare entities in the
NELL knowledge base.

Then, we construcb from SV O’ as a collection of labeled and unlabeled instances.

ldefined by theanReferTorelation in NELL KB

2We use 600 million SVO triples collected from the entire ClueViZhian et al [2?0093 of about 230 billion
tokens with some filtering described in Secti®B1
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The set of labeled instances B = {(y(c,..en)s Viemen))} Whereye, ..y € {0,1}% is a
bit vector of label assignment, each bit representing whether the instance belongs to a particular
relation i.e.,y{, ., =1 <= (em,e,) € r; and O otherwise.v,,.,) € RVIis a|V|-
dimensional vector of verb pattern counts that conmgctinde,, in SVO' (V is the set of all
verb patterns) i.euém’en) is the number of times the verb pattefyconnects,,, ande,, in SVO'.

The collection of unlabeled instances is constructed from entity pait3/i@’ whose label
assignmeny is unknown (its bits are all zero) i.e.,
D" = {(Y(em en)s Viem, €n)) ’ (em’ » Cns ) € SVO/, (emv *aen) ¢ ]R}'

An instance in our dataséf,,, .,) € D is therefore either a labeled or unlabeled tuple i.e.,
d(em,en (y(em,en) V(em,en)>

We let fiype(d(e,, c,,)) return the argument type of the instance if,c(de,,.c.)) = (¢j, ck)
where(e,,, ¢;) and(e,, c;) € Ic.

We let fuers(die,.e,)) return the set of all verb patterns that co-occur with the instance in
SVO'i.e., foers(diennen)) = {0p | (€msVp, €0, %) € SVO'}.

When applied to a relation, we let f,..,(r;) return the set of all verb patterns that co-occur
with instances inD whose types match that of the relation i.£.,.(:) = {v, | 3 d;

D7 Up e fveTb<d(em7€n))7 ftype(d(emﬁn)) = ftym(”)}'

€m, en

em 6n

3.6 Model

We train a Naive Bayes classifier on our dataset. Given as input a collebtimf labeled
instances and* of unlabeled instances, it outputs a classifiethat takes an unlabeled instance
and predicts its label assignment i.e., for each unlabeled instapnce,) € D* the classifier
predicts the label assignmewt.,, .,.) usingv,, .,.) as features:

P(yzem,en) = 1 | d e'm 671,); é)
P(ri]0) P(d(epen)]| 75 6)
( (5m en | )

P(r;|6) H P(vy|r; 0) emen

p— p_
~IR| . VI (3.1)

> (rk\e)np(vp\rk, §) lem.en)

k=1 p=1

If the task is to classify the unlabeled instance into a single relation, only the bit of the relation
with the highest posterior probability is set iy%ém’en) = 1 wherek = argmax, P(yf

1| dieyen); 0)-

em,en) =

em en

3.6.1 Parameter Estimation

To estimate model parameters (the relation prior probabi@l;ile& P(ri|é) and probabilities of
a verb pattern given a relatiah |, = P(v,|r;;0)) from both labeled and unlabeled data, we

plTi
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use ahard Expectation Maximization (EM) algorithriligam_ef al.[?006. The estimates are
computed by calculating a maximum a posteriori estimaté, @. § = argmax, L£(0|D) =
arg max, log(P(D | 0)P(0)).

The first term,P(D | 0) is calculated by the product of all the instance likelihoods:

P(D]0)
|R|
- H Zp<ri|‘9)P(d(em,en)‘7”z’;9)
d(em,en)eDu =1
< 11 Y P(ril0)P(dieyenris 0) (3.2)

d(e'maen)eDe {i|yéem,en):1}

The second termpP(9), the prior distribution over parameters is represented by Dirichlet
|R|
priors: P(0) H(( ot H( Ou,1r,)*>" ') Wherea, anda, are parameters that effect the

strength of the prlors We saﬁ = 2anday = 1 + o(P*(v,|r;)), whereP*(v,|r;) is the initial
bias of the mapping from the verb patterto the relation-;. Thus, we definé’(9) as

|R| V|

P(0) = [ [(P(ril6) [T (P(vy|ri; )77l (3.3)

i=1 p=1

We can see from this that(P¢(v,|r;)) iS a conjugate prior o (v,|r;; #) with o as the con-
fidence parameter. This conjugate prior allows incorporation of any existing knowledge (Section
362 we may have about the verbs to relations mappings.

From Equatior32, we see thatog P(D|6) contains a log of sums, which makes a maxi-
mization by partial derivatives computationally intractable. Using EM, we instead maximize the
expectedog likelihood of the data with respect to the posterior distribution ofithebels given
by: arg maxy Ey|p.g)[log P(D|0)].

In the E-step, we use the current estimates of the parantétersomputey’ = E[y|D; 6]
the expected label assignments according to the current model. In practice, it corresponds to
calculating the posterior distribution over thelabels for unlabeled instancel%(yfem,en) =

L] dieynen); ét) (Equation3™) and using the estimates to compute its expected label assignment
St
Y (emsen)”
In the M-step, we calculate a new maximum a posteriori estimatéfoP which maximizes
the expected log likelihood of the complete data(f|D; §*) = log(P(6")) + §' [log P(D|6")]:
Lc(0|D;3") = log(P(0"))
|R|

+ Z Zy loan\@) (diemn.en)| 735 0) (3.4)

d(f‘m en)GD i=1

L.(0|D;y) boundsL(0| D) from below (by application of Jensen’s inequality
Ellog(X)] < log(EX)). The EM algorithm produces parameter estimatésat correspond to
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a local maximum ofZ.(0|D;y). The relation prior probabilities are thus estimated using current
label assignments as:

~ d eD
P(r;|§Y) = (e e 35
(ri}9*0) D (3.5)
The verbs to relations mapping probabilities are estimated in the same manner:
t+1 e i
o P + T ) Vi
P(v, | ri; 09TY) = % (emen) (3.6)

(t+1) s 17)
O-i + Z Z U(E'rmen) y(em,en)
$=1 diepyen)€ED

We start witho = |V/| and gradually reduce the impact of prior by decayingith a decay
parameter of 0.8 at each iteration in the manndrioAnd Zhai[?008). This will allow the EM
to gradually pick up more verbs from the data to map to relations.

EM iteratively computes parametet ...,0" using the above E-step and M-step update rule
at each iteratiom, halting when there is no further improvement in the valu€gf|D; y).

3.6.2 Prior Knowledge

In our prior P(#), we incorporate knowledge about verbs to relations mappings from the text
patterns learned by NELL to extract relations. This is our wagligiing our verbs to relations

mappings with NELL's current extractions. Coupled Pattern Learner (CrRson et al[2071(]

is a component in NELL that learns these contextual patterns for extracting instances of relations
and categories. Examples of CPL’s extraction patterns for the relaisBpouseare “a divorce

from”, “along with wife”, ‘is married to”, etc. We consider only CPL’s extraction patterns that
when lemmatized contain verb phrases that match our part-of-speech-based regular expression:
V | VP (see sectiofid). We extract the verbs and the prepositions that occurs in these lemma-
tized patterns. For example, among this set of examples of CPL patterns, we extract the pattern
“(passive) marry to” (meaning “to be married to”).

Given a sett,, of CPL's extraction patterns for a relatiop andZ,, ,, as the set of extraction
patterns ink,, that contain the verb patteir), we computeP“(v, | ;) = % and use them

as priors in our classifier (Equati@3).®

3.6.3 Type Checking

Although some verbs are ambiguous (e.g., the verb pattern “play” may express several rela-
tions: musicianPlaysMusicallnstrumentathletePlaysSportactorPlaysMovie etc), knowing

3We manually add a few verb patterns for relations whases an empty set when possible, to set the EM
process on these relations with good initial guesses of the parameters. On average, each relation has about 6 verb
patterns in total as priors.
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the types of the verbs’ subjects and objects can help disambiguate the verbs (e.g., the typed verb
“play” that takes amusicallnstrumentype as an object is more likely to express thasician-
PlaysMusicallnstrumentrelation). Therefore, we incorporatype checkingn our EM process
to ensure that it maps typed verbs to relations whose domain and range types match the verbs’
subject and object types:
¢ In the E-Step, for each unlabeled instance (entity pair), we only consider existing NELL
relations whose domain and range types match the entity pair’'s &yultbat share some
verbs with the entity pair as potentially being the labels of the instance. In other words,
in the E-step we only computlé(yfem’en) =1 denen) i frype(ri) = frype(dien.en)) and
(fverb(ri) U {Up‘Em,vp 7& (D}) N fverb(d(em,en)) 7é @
¢ In the M-step, for each typed verb, we only consider existing NELL relations whose do-
main and range types match the types of at least one of the entity pairs that co-occur with
the verb in theSV O’ as potentially being mapped to the verb. In other words, in the M-step
we only computeP (v, | r;) if v, € fuers(ri) OF B, o, # 0.

3.6.4 Incorporating Constraints

In the E-step, for each unlabeled instance, given the probabilities over relationﬂabggen) =

L dienen); 9", andSubseandMutexconstraint8, similar toDalvi et al.[?014, we use a Mixed-
Integer Program (MIP) to produce its bit vector of label assignment as Otﬁpg;én).

The constraints among relations are incorporated as constraints on bits in this bit vector. For
example, if for an unlabeled instancée{f BezosAmazol), a bit corresponding to the relation
ceoOfis set then the bit corresponding to the relatworksFor should also be set due to the
subset constraintceoOf C worksFor. For the same instance, the bit correspondingdm-
petesWithshould not be set due to the mutual exclusion constanOf N competesWithe ¢.

The MIP formulation for each unlabeled instance thus tries to maximize the sum of probabilities
of selected relation labels after penalizing for violation of constraints (Equafi)nwhere(;;
are slack variables f@ubsetonstraints and,; are slack variables faviutexconstraints:

|R|
maximize (Zy&m’en) X P(yzemjen) = 1d(epen); 0")
=1

Y(em,en) 7Cik 75ik’

N Z Gk — Z 0i >
(i,k)€Subset (¢,k)e Mutex

subject to,

yéem’en) < yé“em’en) + G, ¥(i, k) € Subset

Yieren) T yfem’en) <1+ 6, Y(i, k) € Mutex
Cika 5zk 2 07 yéem,en) € {07 1},V2, k (37)

4The SubseandMutexconstraints are obtained as part of the NELL knowledge base ontology, which is publicly
available at the NELL Read The Web project website: http://rtw.ml.cmu.edu/resources/.
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Our EM algorithm that includes type checking and constraints is summarized in Algorithm
.

Algorithm 1 The EM Algorithm for Mapping Typed Verbs TRelations

Input: D = DU D* and an initial naive Bayes classifiér from labeled document®* only
(using Equation&35 and36)
Output: 67 that includes typed verbs to relations mappings give@bey,|r;; 67)
1. fort=1..Tdo
2: E-Step:
for de,, e,) € D" do
ComputeP(y@m’En) = 1|d(e,.en); 0") Vr; € Rthat satisfy type checking (Equati@al)
Find a consistent label assignmgn?etmven) by solving MIP (EquatiorB7)
end for
M-step: Recompute model paramet#éfs! based on current label assignments (Equation
B35 andEB) respecting type checking
8: if convergencef.(6"™), £.(0")) then

N gk w

o: break
10: endif
11: end for

12: return 67

3.7 Portuguese Verb Mappings

3.7.1 Mapping Verbs To Relations in Portuguese NELL

Given a text corpus in any language and any knowledge base, the algorithm can produce map-
pings from that language’s typed verbs to the knowledge base relations. To demonstrate this,
we map typed Portuguese verbs to relations in Portuguese NBiliArfe and Hruschk&014,

which is an automatically and independently constructed KB separate from English NELL.

We use Portuguese NELL and Portuguese text cofiu®,,° and construct a datasét,.
GivenD,,, we follow the same approach as before to find mappings from typed Portuguese verbs
to relations. Since Portuguese NELL is newly constructed, it contains fewer facts (category and
relation instances) than English NELL, and hence its daﬂaﬁehas fewer labeled instances (see
Table32).

3.7.2 Adding Labeled Instances to Portuguese NELL and SVO triples by
aligning English NELL Entities to Portuguese Noun Phrases

Since English NELL has extracted more relation instances and semantically typed more en-
tities than Portuguese NELL, we use relation instances and entities in English NELL to add

SWe obtain the Portuguese SVO triples from the NELL-Portuguese team at the Federal University of Sao Carlos.
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English | Portuguese| Prtuguese
NELL NELL NELL *em
Number of relations in KBR)| 317 302 302
Number of relation instances in KBg| 135,267 5,675 12,444
Number of labeled entity pairs in SV@*| | 85,192 2,595 5,412
Number of unlabeled entity pairs in SV@*| | 240,490| 595,274 | 1,186,329

Table 3.2: Statistics of KB and dataset constructed

more knowledge to Portuguese NELL. Specifically, since each category and each relation in the
Portuguese NELL ontology has a one-to-one mapping in the English NELL ontology, we can
add relation instances to Portuguese NELL from the corresponding relations in English NELL.
Adding more relation instances to Portuguese NELL can result in more labeled instances in the
datasetD,;, a more productive EM, and better typed verbs-to-relations mappings.

English NELL however, has only English noun phrases (NPs) to refer to entities in its relation
instances. To add more labeled instance®jp using English relation instances, we need to
find instantiations of these English relation instances in Portugbtige,;, which translates to
finding Portuguese NPs that refer to entities in English NELL. For example, the Portuguese NP:
“Artria torcica interna” for the English NELL entityinternal mammary artery

To automatically translate entities in English NELL to Portuguese NPs, we use DBPedia
Auer et al.[2007 which has structured information about Wikipedia pages in many languages.
The idea is to map each English NELL entity to its corresponding English DBPedia page and
therefore its Portuguese DBPedia gag@/e use the structured information of the Portuguese
page in DBPedia: its title and label as the set of Portuguese NPs corresponding to the English
entity, N, (e,).

concept:person:brad_pitt

NELL

€
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55
s

AN
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1
R
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1
1
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:concept:person:douglas_pitl ,' N,

1 \ 1 concept:country:usa VN

\ ] \ N
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dbpedia:brad_pitt_(boxer)

v

\ \
\‘ 1
\  dbpedia:brad_pitt \
1
\ 1

-

dbpedia:usa
dbpedia:australia

dbpedia:douglas_pitt DBPedia

Figure 3.3: The mapping of the NELL entiBrad Pittto DBPedia.

More specifically, for each English NELL entiy,, with English NPs that can refer to it,
Nen(en), we find candidateEnglish DBPedia pages that can refer to the entity. We do this by
computing Jaccard similaritielccard 1917, Chapman2009 of the entity’s NPs with titles
and labels of English DBPedia pages. We select pages with Jaccard similarities of more than
0.6 as candidates e.g., for the English NELL enBtad Pitt we find candidate English pages:

6Almost every DBPedia English page has a corresponding Portuguese page
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hifp:7//dhpedia_org/page/Brad_Pitt (Brad Pitt, the US actor) andttn://dbpedia
org/page/Brad_Piff_(boxer) (Brad Pit,the Australian boxer).

Then, we construct a graph containing nodes that are: (1) the NELL entity that we want to
map to DBPedia, (2) its candidate DBPedia pages, (3) other entities that have relations to the
entity in NELL KB, and (4) the candidate DBPedia pages of these other entities (sé&&3iy.
the NELL entityBrad Pitt).

We add as edges to this graph: (1) the can-refer-to edges between entities in NELL and
their candidate pages in DBPedia (dashed edges inZE#Ry. (2) the relation edges between the
entities in NELL KB (black edges), and (3) the hyperlink edges between the pages in DBPedia
(gray edges). In this graph, we want to use the knowledge that NELL has already learned about
the entity to narrow its candidates down to the page that the entity refers to. The idea is that
relatedness among the entities in NELL implies relatedness among the DBPedia pages that refer
to the entities. We use Personalized Page Rizmke et al[1999 to rank candidate DBPedia
pages in this graph and pick the top ranked page as the page that can refer to the NEL“L entity.

For example, to find the DBPedia page that can refer to our NELL eBtag Pitt, we use
NELL's knowledge about this entity to rank its candidate pages. As seen irBEBgDBPedia
page ofBrad Pitt, the US actor dbpedia:bad_pitt) is highly connected to other pagedbpe-
dia:angelina_jolie, dbpedia:douglas pittdbpedia:usithat are in turn connected to the NELL
entity Brad Pitt dbpedia:bad pittis thus ranked highest and picked as the page that can refer
to the NELL entityBrad Pitt

Once we have an English DBPedia page that can refer to the NELL eptitye can obtain
the corresponding Portuguese page from DBPedia. The title and label of the Portuguese page
become the set of Portuguese NPs that can refer to the NELL entityj,€e,,,) (see Tabl&3
for examples). UsingV,.(e,,) we find instantiations of English relation instancesSiiO,; to
add as labeled instancesiin,. Portuguese NELL that is enriched with English NELL (i.e., Por-
tuguese NELL") has more than double the amount of relation instances, labeled and unlabeled
instances (TablB22) than Portuguese NELL. In the experiments, we observe that this translates
to better typed verbs-to-relations mappings.

Mapping NELL to DBPedia is also useful because it can align existing knowledge and add
new knowledge to NELL. For example, by mapping to DBPedia, we can resolve abbreviations
(e.g., the NELL entityCOOas “Chief Operations Officer” in English or “Diretor de Opeiag”
in Portuguese), or resolve a person entity (e.g., the NELL entitpmaroas “Kitagawa Uta-
maro”, the virtual artist).

"There are previous works for mapping entities in NELL to pages in DBPedia such as the vidakoget al.
[201Y, which produces mappings by taking into consideration the hierarchical and mutual exclusion constraints
between the categories in NELL. There are also other algorithms that can be used to label pages in DBPedia with
entities in NELL such as the Modified Adsorption (MAD) algorithm that can propagate labels on giizhiisiar
and Cramme200Y. In the future, we can explore how these works can complement ours.
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English NELL entity PortugueseNPs
Amazonian Brown Broek | “Veado-Roxo”,“Fuboca”
COO “Diretor de Operages”
Utamaio “KitagawaUtamaro”
Notopteridae “Peixe-faca”
1967 Arab Israeli Vér “Guerra dos SeiBias”,
“Guerra del967”
Food Pioducts “ProdutosAlimenticios”,
“Alimento”, “Comida’”, ...

Table 3.3: Example Portuguese NPs learned for NELL entities

3.8 Experiments

3.8.1 Design Choices

For better coverage of verbs, we lemmatize verbs in the Englisly (using the Stanford
CoreNLPManning et al[?014). We lemmatize verbs in PortugueS& O, (using LemPORT
Rodrigues ef al[2014]) and expand contracted prepositions.

For better precision and to make our method scale to a large text corpus, we focus on mapping
typed verbs that are informative for a relation based on how often the verbs co-occur with entity
pairs whose types match the relation’s domain and range types. WéidEescores counts to
adjust for the fact that some verbs appear more frequently in general (see Baefjtion

For each argument type in the EngliSO we consider only the top 50 typed verbs (in
terms oftf-idf scores) to map. For each of these typed verbs, we also use only the top 50 entity
pairs that co-occur with the verb in tl$8/0 (in terms of co-occurrence counts) to construct our
datasetD.

For typed Portuguese verbs-to-relations mappings, s#¢@,, is much smaller than the
EnglishSV O (i.e., it contains only about 22 million entity pair-verb triples compared to the 600
million triples in the EnglishSV O), we use all the Portuguese entity pairs and verbs for the
mapping. To adjust for the fact that some verbs appear more frequently in general, tiredtise
scores instead of co-occurrence counts for the valugg, of ) in the M-step (EquatioB6).

3.8.2 Evaluation

We set aside 10% ab’ (labeled entity pairs in NELL) for testing. Given a test instange..,)

and the trained model, we can predict the label assignsent ) using Eq.B-1 This simulates

the task of relation extraction where we predict relation(s) that exist between the entity pair in
t(em,en)-

We compare predicted labels of these test instances to their labels in NELL and measure pre-
cision, recall and F1 values of the prediction. We evaluate relations in NELL that have more than
one labeled instance iR (constructed using the method described in sedi&n For experi-
ments on English NELL, we evaluate 77 relations, with an average of 23 (and a median of 11)
training instances per relation. For experiments on Portuguese NEl_which is Portuguese
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Figure 3.4: Performance on leaf relations without MIP and with error bars indicating 0.9-
confidence Wilson score intervaifown ef al, 2007,

NELL enriched with relation instances from English NELL, we evaluate 85 relations, with an
average of 31 (and a median of 1tfining instances per relation. We compare the prediction
produced by our approacEM with that of other system<CPL, DIRT, andNBE.

In CPL, we obtain verbs-to-relations mapping weights from NELL's CPL patterns and hand-
labeled verb patterns (see Sectihif?. In DIRT , we obtain verbs-to-relations mapping weights
in an unsupervised manriean‘and Pante]?00TH based on their mutual information over labeled
training instances. In Naive BayeNB) we learn the verbs-to-relations mapping weights from
labeled training instances. In contrast to the other systeMsallows learning from both labeled
and unlabeled instances.

To make other systems comparable to our proposed methadBfandDIRT , we addCPL
weights as priors to their verbs-to-relations mapping weights. For all these other systems, we
also incorporate type-checking during prediction in that unlabeled instances are only labeled
with relations that have the same domain and range types as the instances’ argument types.

We show the micro-averaged performance of the systentsadmelations of English NELL
and Portuguese NELL (Fig4), where we do not incorporate constraints and classify each test
instance into a single relation. We observe in both the English and Portuguese NELL that the
typed verbs-to-relations mappings obtaineddd result in predictions that have a statistically
significant higher recall and a comparable precision to the predictions made using mappings
produced byCPL, DIRT, andNB.

In Figure B4, we also observe a gain in performance when we Eluh on Portuguese
NELL**"* which is Portuguese NELL enriched with relation instances from English NELL ob-
tained using our DBPedia linking in secti@aZ. More labeled instances result in a higher preci-
sion and statistically significant higher recall and F1 score. This shows the usefulness of aligning
and merging knowledge from many different KBs to improve typed verbs-to-relations mappings
and relation extraction in general.

We show the micro-averaged performance of the systenadl grlations of English NELL
and Portuguese NELL (FigB®). Here, we incorporate hierarchical and mutually exclusive

8We do not compare with PATT'Wakashole et al 2?0717 for the task of relation extraction in NELL as the
publicly released resource for PATTY only provides mappings between typed verbs and relations in YAGO and
DBPedia.
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Figure 3.5: Performance on all relations with error bars indicating 0.9-confidence Wilson score
interval.
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Figure 3.6: Performance on the English NELL relations with and without type-checking with
error bars indicating 0.9-confidence Wilson score interval.

constraints between relations in dtiM, allowing a test instance to be classified into more than
one relation while respecting these constraints. Like before, we observe that the typed verbs-
to-relations mappings obtained BM result in predictions with statistically significant higher
recall and F1 score compared to predictions produced using the mappings of other systems,
which do not incorporate constraints between relations.

In the experiments, we also observe tN& performs comparably or better th&RT . We
hypothesize that it is becausiB obtains its verbs-to-relations mappings in a supervised manner
while DIRT obtains its mappings in an unsupervised manner.

We also conduct experiments to investigate how much influence type-checking has on pre-
diction. We show performance over instances whose types alone are not enough to disambiguate
their assignments (i.e., when more than one relation shares their argument types) to see the mer-
its of verbs-to-relations mappings on prediction (Fi§i8). We observe that verbs learned by
EM result in better predictions even when used without type-checkEM (¢) Type) than using
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Figure 3.7: Performance on all relations with and without incorporating constraints using MIP
with error bars indicating 0.9-confidence Wilson score interval.

type-checking alone (by picking the majority class among relations that have the correct type)
(Type Only). Adding type checking ifEM improves performance even further with statistically
significant higher precision and F1 score. This shows how verbs learning is complementary to
type-checking.

In Figure37, we observe the effect of incorporating constraints between relations using
MIP. We observe that the typed verbs learned using constr&Mg (esult in predictions with
a statistically significant higher recall and a comparable precision than the typed verbs learned
without constraintsEM - MIP ). UsingSubsetonstraints, we improve the recall of predictions
by predicting also the parent labels for the entity pairs. Usligexconstraints, we maintain the
precision of the predictions by predicting the labels for the entity pairs that respect the mutual
exclusivity constraints between the relations.

The results of our experiments highlight the merit of learning from a large, though unlabeled
corpus to improve the coverage of verbs-to-relations mappings and thus the recall of predictions.
We also observe the usefulness of incorporating constraints and for merging knowledge from
multiple KBs to significantly improve recall. Another advantagdt is that it produces rela-
tion labels for unlabeled data not yet in NELL KB. We show some of these new proposed relation
instances as well as some of the typed verbs-to-relations mappings obtaiE&t (able34).

EM learns on average 177 typed English verbs and 3310 typed Portuguese verbs per relation,
and proposes on average 1695 new instances per relation for English NELL, and 6426 new
instances per relation for Portuguese NELLt learns fewer English verbs than Portuguese due
to the filtering of English data (Sectiéh871) and a high degree of inflection in Portuguese verbs.

The smaller size of the Portuguese knowledge base also means more of its proposed instances
are new.

9The full list of the mappings can be browsed or downloaded from
http://www.cs.cmu.edu/%7Edwijaya/mapping.htmi
and as part of VerbKB in http://www.dwijaya.org/dvkb.html#DKVB
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Relation Verbs Proposed
New Instances

a, becomeus, (Hu Jintaq presideny,
personHasJobBsition a; Work asas, (Ashokaking),
a; be crownedi, (Tiger Woodgyolfer)
bookWriter a, be written byas, (Dracula, Bram Stokey,
as Write a; (Divine ComedyDante
a; be known asi,, (Amman Philadelphig,
cityAlsoKnovnAs a, be known asiy, (Chennaj Madrag,
ao be renamed,, (Southport Smithville
bacteriaEoAgenteCausador-  a; causars,, (HIV, Diabetes Mellituy
DeCondicaoFsiologica ay Virus em/des;, | (Borrelia, Lyme Arthritig,

ao Ser causar paty, | (P. Falciparum Paludisn),
a; transmissor de, | (SalmonellaMeningitig

liderDeOrganizacao a, fundadoras, (Jimmy WalesWikipedig,
a; ceo de/emu, (Chad Hurley Youtubg
a, Ser condenara, (Pedrinho Matador
pessoaAcusadaDoCrime | a; ser acusar de,, Homicidiog,
a, Ser prender podi, (Omid Tahuvili

Trafico de Drogasp

Table 3.4: Some relations’ verbs and proposed new instances

Verbs learned by EM (naive bayes) with type checking and prior

concept:bookwriter concept:bookwriter
concept:statelocatedingeopoliticallocation Verb Confidence
concept:agenthierarchicallyaboveagent arg1 (passive) write by arg2 0.18423
concept:productinstanceof arg2 write arg1 0.18409
concept:writerwasbornincity arg1 write by arg2 0.06462
concept:organizationterminatedperson arg2 publish arg1 0.03421
concept:worker arg2 write in arg1 0.03367
concept:athletewinsawardtrophytournament arg2 pen arg1 0.02161
concept:locationactedinbyorganization arg2 admire arg1 0.01686
concept:personhascitizenship arg2 portray in arg1 0.00411
concept:arthropodlookslikeinsect arg2 produce arg1 0.00324
concept:automakerproducesmodel arg2 satirize in arg1 0.00190
concept:parentofperson arg1 author by arg2 0.00185
concept:mammalsuchasmammal arg2 outline in arg1 0.00175
concept:citylocatedincountry arg2 compose of arg1 0.00164
concept:agentcreatedorganization arg2 write by arg1 0.00022

concant:cnachwnntranhv

Figure 3.8: Our website that shows the mappings from verb patterns to NELL relations. The
figure shows some of the verb patterns that map tdothakWriterrelation in NELL sorted by
their confidences — that is, the probability of the verb pattern given the relBtiopm).
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Verbs learned by EM (naive bayes) with type checking and prior

concept:hassiblin
concept:agriculturalproductcutintogeometricshape - -

concept:weaponmadeincountr verb Confidence
concept:statshasca ital ’ arg1 resemble arg2 0.26650
concept:a entcollat?orateswitha ent arg2 kill argf 0.03327
e i : arg1 kill arg2 0.03327
concept:bookwriter )
. - . arg?2 praise arg1 0.02125
concept:statelocatedingeopoliticallocation
concept:agenthierarchicallyaboveagent arg1 command arg2 0.01752
pLag ) Y 9 arg2 command arg1 0.01671
concept:productinstanceof ) .
. L arg? rise against arg1 0.01444
concept:writerwasbornincity . )
L . arg1 rise against arg2 0.01444
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Figure 3.9: Our website showing some of the verb patterns that map taf&bblingrelation
in NELL sorted by their confidences

In Figure3, we show our websif@ that contains the mappings between typed verbs to re-
lations in NELL. A qualitative analysis of the mappings shows areas where the current approach
still needs improvements.

Since we work only with verb patterns that are parts of the subject-verb-object (SVO) triples
construction, our extracted verb patterns are mostly agentive. In F3givee show an example
relation fasSibbling that does not have any agentive verb that can express it. Unlike relations
such ashasFather or hasMother, which have agentive verbs that can express them like “fa-
thered” or “mothered”; relations such hasBrother, hasSisteror hasSibblingdo not have the
same type of verbs that can express them — i.e., there is no verb like “brothered” or “sistered” or
“sibblinged” that can indicate the relations. Our approach instead learns patterns such as “kill”
for the hasSibblingrelation. An investigation of the SVO triples that have the verb “kill” and
have their subject and object pairs being instances ohés&ibblingrelation shows that “kill”
is mapped tdasSibblingbecause the verb frequently occurs with the entity paai, Abel,
which is an instance of thieasSibblingrelation. Since our method is frequency based and does
not distinguish the source documents of the SVO triples, we end up with this somewhat incorrect
mapping.

In FigureBT0 we show some of the verbs that map to the reladtaadDecreasesTheRiskOfDis-
easein NELL. As we can see in the figure, the typed verb “eat flmd( diseasg which means
“to prevent”, is one of the highest ranked verbs for this relation. However, not only that this verb
should be in a passive voice i.e., “(passive) eat fod(, diseasg “eat for” is also ambiguous
because it can be used to mean “to cause” e.g., in the sentence: “fiber is eaten for weight loss”.
In this case, the typed verb is “(passive) eat flwd nonDiseaseConditigrsinceweight losss
aphysiologicalConditionthat is not adisease However, NELL does not have existing relations
with that type that means “to cause”. It has only the relafmpdCanCauseDiseaseith the
domainfoodand the rangdiseasdhat means “to cause”. This is an example of how typed verbs
that cannot be mapped to any existing relation in NELL can be used to extend the vocabulary
of relations in NELL. In this case, the typed verb “(passive) eat fodd nonDiseaseCondi-
tion) can be proposed as a member of the new reldbodCanCauseNonDiseaseConditiam
NELL.

Ohttp://www.cs.cmu.edu/%7Edwijaya/mapping.html

40



Verbs learned by EM (naive bayes) with type checking and prior

concept:organizationheadquarteredincountry concept:fooddecreasestheriskofdisease
concept:radiostationincity Verb Confidence
concept:politicianusholdsoffice arg1 prevent arg2 0.21699
concept:cityalsoknownas arg1 eat for arg2 0.18148
concept:buildinglocatedincity arg1 protect against arg2 0.06847
concept:personmovedtostateorprovince arg1 reduce of arg2 0.05241
concept:hotelincity arg1 avoid with arg2 0.02916
concept:jobpositionusesacademicfield arg1 ward arg2 0.02285
concept:locationactedinbyagent arg1 protect from arg2 0.02224
concept:teamwontrophy arg1 worsen arg2 0.01282
concept:arterycalledartery arg1 alleviate arg2 0.01079
concept:televisionstationincity arg1 lower of arg2 0.01061
concept:actorstarredinmovie arg2 come in arg1 0.00962
concept:agriculturalproductcamefromcountry arg1 avoid for arg2 0.00900
concept:productproducedincountry arg1 relieve arg2 0.00775

Figure 3.10: Our website showing some of the verb patterns that map fodtiBecreases-
TheRiskOfDiseaseelation in NELL sorted by their confidences

In FigureZT1, we show some of the verbs that map to the relagtateLocatedinCountryn
NELL. As we can see in the figure, there are typed verbs that are not quite correct for the relation
such as “invade®ountry, state. This may be caused by entailmentscduntryinvading astate
may entail thestatebeing annexed into and therefore, being located ircthentry. But the verb
“invade” itself does not normally express thecatedIn’ relation. However, the verb may share
a lot of common subject-object pairs with teiateL ocatedInCountrentity pairs that it is being
mapped to the relation.

There are also typed verbs like “ignoreduntry, statg or “accuse”étate country) that are
incorrectly mapped to thetateLocatedIinCountryelation. This may be a problem caused by the
use of metonymy —i.e., for the typed verb “ignor@d(intry, statg it may be that it is thgovern-
mentof the countrythat is ignoring thestate not thecountryitself. The use of metonymy may
cause these verbs to share a lot of common subject-object pairs witatbeocatedInCountry
entity pairs that the verbs are being mapped to the relation.

With the entailment and the metonymy problems, the same subject-object pair may be used
with different verbs in different frames thus the same subject-object pair does not necessarily
have the same relation across frames. In our approach, we have used type checking and the con-
straints among relations as additional cues for learning the mapping so that we do not depend
only on the verbs’ subject-object pair overlap. However, more can be done such as adding con-
straints based on synonymy or antonymy relations between verbs that we explore in Ghapter
Future work can address how to deal further with these problems.

3.9 Related Work on Mapping Verbs To KB Relations

Existing verb resources are limited in their ability to map to KBs. Some existing resources
classify verb lexemes into semantic classes manually (e.g. WoikliNiet et all [T99(]) or
classify verbs automatically (e.g. DIRIin"and Panie[Z?00TH). However, these classes are
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Verbs learned by EM (naive bayes) with type checking and prior

TrnmEpmagnEmann e - concept:statelocatedincountry
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it . 2 arg2 invade arg1 0.04854
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Figure 3.11: Our website showing some of the verb patterns that map &iatet ocatedin-
Countryrelation in NELL sorted by their confidences

not directly mapped to KB relations. Other resources provide relations between verb lexemes
and their arguments in terms of semantic roles (e.g. PropBamisbury and Palmef?007,
VerbNetKipper et al.[200(], FrameNelRuppenhaoter et a[2006). However, it is not directly

clear how the verb lexemes map to relations in specific KBs.

Most existing verb resources are also manually constructed and not scalable. A verb resource
that maps to KBs should grow in coverage with the KBs, possibly by leveraging large corpora
such as the Web for high coverage mappings. Our previous Wdirkya et al.[?013, leverages
Web-text as an interlingua. However, in that work, we used it to map KBs to KBs and obtain
verbs-to-relations mappings only indirectly. We also compute heuristic confidences in verbs-to-
relations mappings from label propagation scores, which are not probabilities. In contrast, in this
work we map typed verbs directly to relations, and obfaim,|r;) as an integral part of our EM
process.

In terms of systems that learn mappings of textual patterns to KB relations,(daREon
ef al.[?0T(] is one system that is most similar to our proposed approach in that it also learns text
patterns for KB relations in a semi-supervised manner and uses constraints in the KB ontology to
couple the learning to produce extractors consistent with these constraints. However, CPL uses
a combination of heuristics in its learning, while we use EM. In our experiments, we use CPL
patterns that contain verbs as priors and show that our approach outperforms CPL in terms of
effectiveness for extracting relation instances.

In terms of the relation extraction, there are distantly-supervised methods that can produce
verb pattern groupings as a by-product of relation extraction. One state-of-the-art uses matrix
factorization and universal schemas to extract relatiesiel et al[?0T3]. In this work, they
populate a database of a universal schema (which involves surface form predicates and relations
from pre-existing KBs such as Freebase) by using matrix factorization models that learn latent
feature vectors for relations and entity tuples. One can envision obtaining a verb pattern grouping
for a particular relation by predicting verb pattern surface forms that occur between entity tuples
that are instances of the relation. However, unlike our proposed method that learns mappings
from typed verbs to relations, they do not incorporate argument types in their learning, preferring
to learn latent entity representation from data. Although this improves relation extraction, they
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observe that it hurts the performance of surface form prediction because a single surface pattern
(like “visit”) can have multiple argument types (person-visit-location, person-visit-person, etc).
Unlike our method, it is not clear in their method how argument types of surface patterns can be
dealt with. Furthermore, it is not clear how useful prior constraints between relatohsdt

mutex etc.) can be incorporated in their method.

3.10 Analysis and Discussion

We have observed how type signatures can help resolve ambiguities of what relation a verb pat-
tern expresses. For example, the verb pattern “play” can express adtoeStarredinMovie

or musicianPlaysinstrumenidepending on whether its subject and object type paiadsof,

movig or (musician musicallnstrument In the experiments, we have seen how type signatures
help improve the performance of a relation extractor that uses verbs as features. However, we be-
lieve that not all ambiguities can be resolved using type signatures. When two relations have the
same type, for example, ambiguities can come from the verb, the preposition or the arguments.

For example, for the relatiomasBrothe(person male andhasHusbandperson male), the
typed verb “have’fferson male is possible for both i.e, this typed verb is ambiguous. Only
when we use the common nouns following the verb can we extract the correct relation: “have
a brother” v.s. “have a husband”. However, because we only extract verb patterns (lemmatized
verb phrases that match the regular expressioiVW, see sectiofid), we have no way, at least
in this current mapping, to disambiguate this typed verb “haer¥on malg.

This example is a shortcoming of our mapping that stems from the way we extract verbs from
the corpora in this thesis. Currently, we extract verb patterns that are part of the subject-verb-
object construct. This is but one of the potentially many syntactic realizations possible for each
verb. The SVO construct limits our coverage of verbs to be agentive, which in turn can restrict
the types of relations that the verbs can cover. For example, this explains why our mapping can
express relations such éatherOfPersonwell, using verbs such as “father” as in “X fathered
Y” or motherOfPersonusing verbs such as “mother” as in “X mothered Y”; but not relations
such ashasBrotheror hasSisterfor which there does not exist an equivalent agentive verb such
as “X brothered Y” or “X sistered Y”. It will be interesting for the future work to explore if
relations such as these can be expressed better if we also extract the nouns following the verb
ending with a preposition, perhaps in the manner of how Re\leanidref a|.?0T7 extracts
their relational verb patterns. To extract their verb patterns, ReVerb uses part-of-speech-based
regular expression VVP | VW*P where W = (nour| adjective| adverb| pronoun| determiner)
that allows extraction of verb patterns that are either a verb (e.g., “marry”), a verb followed
immediately by a preposition (e.g., “live in”), or a verb followed by nouns, adjectives, or adverbs
ending in a preposition (e.g., “is the brother of”).

Another example of an ambiguous typed verb is the verb “eatffwot{ physiologicalCondi-
tion) for the relationfoodCanCausePhysiologicalConditigfood, physiologicalConditiopv.s.
foodDecreasesTheRiskOfPhysiologicalCondit{émod physiologicalCondition The typed verb
“eat for’(food, physiologicalConditioh can express both relations: “eat for weight loss” v.s.
“eat for diabetes”. Depending on whether the physiological condition that is the object of the
typed verb is desirable (weight loss) or undesirable (diabetes), the preposition “for” in “eat
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for’” can mean either “to cause” or “to prevent”. Hence, the preposition is also ambiguous.
This case, for example, can be resolved by splitting the category of physiologicalCondition into
diseaseand nonDiseaseConditigrand splitting the relatiofmoodCanCausePhysiologicalCon-
dition into foodCanCauseDiseases. foodCanCauseNonDiseaseConditionin this case the
typed verb “eat forfood, physiologicalConditiohin “eat for weight loss” can expre$sod-
CanCauseNonDiseaseConditiomhile the typed verb “eat forfood physiologicalConditioh
in “eat for diabetes” can exprefsodDecreasesTheRiskOfDiseaskEor future work, it will be
interesting to explore if we can learn from the distribution of subjects or objects of such ambigu-
ous typed verbs to decide on whether to split the categories of the subjects or objects into finer
categories in order to reduce the ambiguity.

Lastly, this discussion about ambiguous typed verbs and how far type signatures can help
point to the deeper question of how verbs express relation€&Gekgne{1987 aptly states “it
is not perceiving relations but packaging and lexicalizing them that is difficult”. In terms of
verbs in a particular syntactic frame that express relations, the question that would be interesting
to explore is how much is the mapping from verbs (to their underlying relations in the real-
world) dictated by the meaning of the verbs and/or the prepositions, and how much is it dictated
by the anchoring of the arguments and/or types to the realworld? In other words, if verbs are
hooked to languages by their arguments that act as object-reference mappings, how much does
the cohesiveness of the argument types of the relations (how concrete they are v.s. how abstract)
dictate how easy it is to relate verbs to the underlying relations?

3.11 Conclusion

In this section, we have introduced a scalable EM-based approach with type checking and onto-
logical constraints to automatically map typed verbs to KB relations by using the mentions of the
verb patterns with the relation instances in a very large unlabeled text corpus. We demonstrate
that our verb resource is effective for extracting KB relation instances while improving recall of
both the supervised- and the unsupervised- verbs-to-relations mappings; highlighting the benefit
of semi-supervised learning on unlabeled Web-scale text. We also show the flexibility of our
method. Being KB-, and language-independent, our method is able to construct a verb resource
for any language, given a KB and a text corpus in that language. We illustrate this by building
verb resources in Portuguese and in English which are both effective for extracting KB relations.
For future work, we want to explore the use of our multi-lingual verb resource for relation extrac-
tion by reading natural language text in multiple languages. We also make our mappings from
typed verbs to the English and the Portuguese NELL relations publicly available, sep&rately
and as part of our knowledge base of vetbs

Uhttp://www.cs.cmu.edu/%7Edwijaya/mapping.html
Lhttp://www.dwijaya.org/dvkb.htmI#DKVB
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Chapter 4

Mapping Verbs to Changes in Knowledge
Base Relations

4.1 Introduction

In this chapter, which is based on our previously published paigaya et al, 2014, we present
an algorithm that learns the second semantics about verbs that we include in our VerbKB, namely
the mappings from verbs thangesn knowledge base relations.

The algorithm learns the mappings from correlated Wikipedia article text and updates to
its infobox (that contains DBPedia relations) in Wikipedia edit history. When a state-changing
event, such as a marriage or death, happens to an entity, the infobox on the entity’s Wikipedia
page usually gets updated. At the same time, the article text may be updated with verbs either
being added or deleted to reflect the changes made to the infobox. We use Wikipedia edit history
to distantly supervise a method for automatically learning verbs and state changes. Additionally,
our method uses constraints to effectively map verbs to infobox changes. To the best of our
knowledge, there is no pre-existing resource for verbs that automatically maps verbs to changes
in knowledge base relations.

We show in the experiments, that the mappings from verbs to changes in relations in the
infobox are also effective for predicting Wikipedia infobox updates when verbs are added or
deleted from the corresponding Wikipedia article text. A knowledge base of verbs that con-
tains information about these state-changing verbs can also be useful for updating knowledge
in knowledge bases, specifically in adding temporal scopes to relation instances (i.e., facts) in
the knowledge bases. Temporal scope adds a time dimension i.egdimetimeandend time
to facts in knowledge bases. These time scopes specify respectively the time periods when a
given fact was valid in real life, i.e., when it begins to be valid and when it ceases to be valid.
Without a temporal scope, many facts are under-specified, reducing the usefulness of the data
for upper-level applications such as Question Answering. Although extracting relational facts
between entities and storing them in knowledge bases (KBs) has been a topic of active research
in recent years, the resulting KBs are generally static and are not updated as the facts change
Suchanek ef a[2007, Carlson_ef al[?01(], Fader ef al[2?0T17, Mifchell et al. [20TH. One
possible approach to updating KBs is to extract facts from dynamic Web content such as news
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Nakashole and Weikuf®(017.

Instead of updating KBs by extracting dynamic facts — labeling entity pairs found in dynamic
Web content with relation labels — our algorithpredictsstate changes (in terms of changes
in knowledge base relations) caused by verbs acting on entities in text. Instead of labeling en-
tity pairs with relation labels, we label theerbsoccurring between the entities with labels that
indicate the initiation/termination of KB relations.

Consider, for example, thgpouserelation. Relation extractors such as CEhrison et al.

[20T1() — which extracts instances of relations in NELL — considers both the verb pattern “marry”
and “divorce” as good patterns for extracting instancespafus&. In contrast, our algorithm
learns that these two verbs, “marry” and “divorce”, cause different state changes in the knowl-
edge base: “marry” initiatespouserelation while “divorce” terminatespouse The algorithm
labels the verb pattern “marry” with the labddé€gin-spouse(which indicates the initiation of

the spouserelation) and labels the verb pattern “divorce” with the labehd-spouse(which
indicates the termination of th&gpouserelation). We can use this information to then update
the entity’s factand its temporal scop®Vijaya et al.[?0144. For example, when an entity pair
occurs as a subject and object pair to the verb pattern “marry”, we initigp@@seinstance in

the KB between the entities in the pair, and adolegin timeto the relation instance. On the
other hand, when an entity pair occurs as a subject and object pair to the verb pattern “divorce”,
we terminate thespouseinstance between the entities in the pair by addingaah timeto the
relation instance.

From the experiments we conducted, we observe how learning state-changing verbs (verbs
that initiate or terminate knowledge base relations) can be also useful for updating relation in-
stances in the knowledge bad®ijaya ef al, 20144 2014. Specifically, we observe in our ex-
periments that when state-changing verbs are added or deleted from an entity’s Wikipedia page
text, we can predict the entity’s infobox updates with 88% precision and 76% recall. Therefore,
one compelling application of learning these verbs is to incorporate them as triggers in methods
for updating existing knowledge bases, which are currently mostly static. More specifically, once
the algorithm is trained i.e., once it learns which verbs can cause which changes in KB relations,
when these verbs are added or removed from text — any text beyond Wikipedia such as news text,
we can update the corresponding KB relations of the verbs’ subjects and objects accordingly.

4.2 Motivating Study

Before we present the algorithm that learns the mappings from verbs to changes in knowledge
base relations, we present our motivation for learning the mappings that is based on our previ-
ous published paper§\iiaya and Yeniterzi?011, Wijaya ef al, 20143. In these two papers,

we explore the idea and implement various methods to automatically identify state changes that
happen to an entity based onasntext(words surrounding the entity). The underlying assump-

tion is that when a state-changing event happens to an entity, it changes state and either the event
or this change or both are reflected in the context of the entity i.e., in words that co-occur with
the entity.

The full list of extraction patterns that CPL learns fdtasSpouserelation can be browsed in
http://rtw.ml.cmu.edu/rtw/kbbrowser/predmeta:hasspouse
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The goal of the first papeiVijaya and Yeniterzi?011] was toidentify wherandwhat state
changes happen to an entity based on how mention frequencies of words in its context change
over time. Assuming that th&hen(time) and thewhat (change that happens to an entity) are
given e.g., from knowledge about the entity in a knowledge base such as NELL, the goal of the
second papeM/ijaya et al, 20143 was toextractwords in the context of the entity at the time
that indicate the change or the event that brings about the change.

What we learn from these two works is that it is possible to find words that indicate the
change that happens to an entity and/or the event that brings about the change to the entity in the
words that surround the entity. This motivates us to come up with the algorithm that maps verbs
to changes in an entity’s knowledge base relations by correlating the addition/deletion of verbs
to/from its context with the simultaneous knowledge base updates to its relations.

4.2.1 Identify Entity Changes

In [Wijaya and Yeniterzi?017]), we present a method that automatically identifies changes that
occur to an entity based on the frequency changes icdh&extwords that surround the entity
over time.

The method starts by obtaining words that surround the entity over time, with the year gran-
ularity, from Google Books NGram datas®ithel et al, P017. This dataset contains 1-gram
to 5-gram extracted from the text of around 5 million digitized books and their frequencies (how
often these n-grams were used over time): their match counts, page counts and volume counts
each year; with the year ranging from as early as the 1500s and as late as 2008. In general,
for this method to work, we can use any corpus that contains documents labeled with their date
creation times at any granularity e.g., GigaWdatait ef al, ?003.

The method then clusters words that surround the entity over time and idewntifeeyat
which year) changes occur, and alsbat changes occur (i.e., what clusters of words are in
transition).

We also find that for the entities we test, the period that our method identifies coincides pre-
cisely with events that correspond to the change. For example, for the word “gay”, our approach
is able to identify the transition of the use of the word as an adjective for happiness, cheerful-
ness, pleasantness etc., to its use as a noun with the meaning homosexual man. As can be seenin
Figure, the transition occurs on and around the year 1970 which is the year that homosexual
movement starts to gain traction.

Another example, for the entityan, our approach is able to identify the country’s transition
from a monarchy to an Islamic republic with a new cluster consisting of words suelpaislic
andrevolutionemerging around the entity after 1978 (1979 is the year of the Islamic revolution).

Another similar example can be seen with the enignnedy Our approach was able to
identify the John F. Kennedy treenatorbefore the election (one cluster of words surrounding
the entity) and the John F. Kennedy thresidentafter the election (another cluster of words sur-
rounding the entity). The transition between the two clusters is at 1961, the exact year Kennedy
was elected. Similar changes are observed for the e@tityon, from governorto president
The transition occurs at 1993, the exact year he was elected.

We learn two important insights from this work: (1) that some changes occurring to an entity
can be identified from the frequency changes in the words surrounding the entity over time and
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Figure 4.1: Topic-over-Time clustering results showing 2 topics for the word “gay” that transition
in the year 1970.

(2) that some changes occurring to an entity can coincide with events happening to the entity.

4.2.2 Extract Change Indicators

In the following work MWijaya et al, 20143, we present a method that extracts among words
that surround a changed entity, particular words that indicate the change or the event that brings
about the change. Further, we explore if these words can be useful for knowledge base updates,
specifically for temporal scoping. Specifically, through the change in the frequencies of words
that surround the entity, we model the entity’s state change brought about by real-world events
that happen to the entity (e.qg., hired, fired, divorced, etc.). This leads to a new formulation of the
temporal scoping problem asstate change detection proble®@ur experiments show that this
formulation of the problem and the resulting solution are highly effective for inferring temporal
scope of relation instances.

Starting from a given event of interest and a knowledge base relation that corresponds to the
event (e.g.hasSpouseNELL relation for themarriageevent), the method takes a dozen or so
temporally scoped instances of the relation as seed instances. The method then aggregates (by
averaging) the word vectors of the seeds’ entiiethe time ofthe event (andfter the event,
respectively).

For example, for thenarriage event, the method takes a dozen or so manually temporally

scoped instances of tiesSpouseelation: e.g.hasSpousgKanye West Kim _Kardashianpe-
gin time: 24 May 2014)hasSpousglohn LegendChristine Teigenbegin time: 14 September
2013), etc. Then, the method aggregates the word vectors surrounding the entitigs:\West,
Kim KardashianJohn LegendChristine Teigerat the time of the marriage event — on 24 May
2014 for Karye_West andKim _Kardashian and on 14 September 2013 John Legend and
Christine Teigen — and also aggregates the word vectors surrounding these &it¢itid® mar-
riage event — on 25 May 2014 for Kga West andKim Kardashian and on 15 September 2013
for John Legend an@hristine Teigen.

To filter out the noise from the word vectors of seed entities, the method comipudés
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Relation Context Change ¥ctor

Vector

presidentOfperson “USA”) was vice president (-),
elected, by president (+),
took administration (+),
office, senator (-), gover-
became nor (-), candidate (-
president )

wonAwardmovie “Academy Award for Best Picture”) nominatetbest picture (+),
for, to hour minute (-),

win, won academy  award

the, was (+), oscar (+),

nomi- nominated (+),

nated won (+), star (-),

best actress (+),

best actor (+), best

supporting(+)

Table 4.1: Example of various contextual units (unigrams and bigrams) in the aggregate context
and aggregate change vectors for the relatpyasidentOfandwonAward The(+) and(-) signs
indicate rise and fall in mention frequency, respectively. As we can see here, footifevard
relation, the change vector contains mostly new contexts.

statistics for each vector and only retains the#apnking units in the vector. In the experiments,
we usedk = 100. The method computes-idf by treating each time unit as a document
containing words that occur in the context of an enti¥ijhya and Yeniterzi?0T17. To capture

more context, instead of using words in the vector, we use unigrams and bigrams of words.

The average of the vectors of seed entiiéshe timeof the event is called the aggregate
ContextVector for the relation. The average of thé#ferencebetween the vectorsn andafter
the event of interest happens is called the aggreghassgeVector for the relation.

We observe, however, that the unigrams and bigrams in the aggregate context and change
vectors of each relation reflect the meaningful events and state changes happening to the seed
entities (Tabled1). For example, after ‘becoming president’ and ‘taking office’, US presidents
often see a drop in mentions of their previous job titles such as ‘senator’, ‘governor’ or ‘vice
president’ as they gain the new ‘president’ job title.

For the task of temporal scoping, once the aggrega¢extandchangevectors of a relation
are computed from the seed instances, given an instance of the relation to temporally scope, we
consider every time poiritof its entity pair to be a candidateegintime. We then compare the
context vector and the change vector of every candidate time painthe aggregate context
and change vectors for the relation. We use cosine similarity to measure similarities between the
context vector and the aggregate context vector and between the change vector and the aggregate
change vector. The highest-ranking candidate time point (most similar to the aggregate context
and aggregate change vector) is then considered to liEethetime of the relation instance.
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We observe in the experiments, that aggregate context and change vectors are effective for
detectingbegintimes of relation instances compared to systems that do not take contexts into
consideration. One such systemGsTS [[lalukdar_ei-al. 7012, Wijaya et al, P017, a state
of the art macro-reading system of temporal information that uses temporal profiles of relation
instances (i.e., counts of their mentions over large number of documents over time) combined
with manually specified constraints about the relations (their functionality, inclusion, exclusion,
etc.) to temporally scope relation instances. Our approach gives comparable or bettée=R) (@
than systems that use only plain temporal profiles, even when these systems are supplemented
with many carefully crafted, hand-specified constraints (Figiti2e This shows how augmenting
temporal profiles with context and change patterns (i.e., Contextual Temporal Profile) can be
useful for detecting state change, which is an effective way of identityaggntimes and updates
of relation instances in the knowledge base.

We observe however, that this method works best for relations whose change in contexts is
distinctive of the event. For example, the method works besbéstPictureandbestDirector
(FigureZ22) because their change vectors contain a lot of new contexts and they are distinctive of
thewonAwardevent. As we can see, faronAwardrelation that definebestPictureor bestDi-
rector depending on arguments, its change vector contains a large number of new contexts that
were not seen before (Tal#€l). In contrast, the method works only comparably poesident
andsecretaryOfStateelations because for these relations the change in contexts is subtler with
respect to the event. Specifically, mapsesidentand secretaryOfStatentities are still men-
tioned a lot in texts as “president X” and “secretary Y” even after they no longer hold those
positions. Furthermore, we note that the performance fosdloeetaryOfStateelation is low in
both CoTS and in our approach. We found that this was due to few documents mentioning the
secretary of state in Google Books Ngram dataset. This leads to weak signals for predicting the
temporal scope of secretary of state appointments.

MaxEnt (No Constraint)
B MaxEnt + Intra Relation Constraints
B CoTS
B Contextual Temporal Profile (CTP)

0.75

0.5

F1

0.25

president vice president secretary of state best picture best director

Figure 4.2: Comparison of F1 scores of our approach that uses Contextual Temporal Profile
(CTP) with CoTS and other baselines.
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days of marriage, she filed for a Kourtney and Kim Take Miami
Kourtney and Khioe Take Miami izedin  Spouse(s)  Damon
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Kri
Partner(s)  Kanye West Children
Parent(s)

Children 1
© | Parent(s)

€ Relatives

in April 2012, and they became | Relatives
engaged in October 2013.

Figure 4.3: A snapshot of Kim Kardashian’s Wikipedia revision history, highlighting text and
infobox changes. In red (and green) are the differences between the page on 05/25/2014 and
05/23/2014: things that are deleted from (and added to) the page. This particular revision history
has labebegin-spouse

4.3 Overview of Method

Motivated by findings in our previous works that words in the context of changed entities can
reflect events and state changes and that these words are effective for temporal scoping, we
extend these works specifically in relation to discovering state-changing verbs (verbs that initiate
or terminate knowledge base relations) .

Our algorithm learns state-changing verbs from Wikipedia revision history. In particular,
we seek to establish a correspondence between infobox edits and verb pattern edits in the same
article. The infobox of a Wikipedia article is a structured box that summarizes an entity as a set
of facts (attribute-value pairs) . Our assumption is that when a state-changing event happens to
an entity e.g., a marriage, its Wikipedia infobox is updated by adding asmeywsEvalue. At
approximately the same time, the article text might be updated with verbs that express the event,
e.g.,"“Jolie is married to Pitt in September ...”. Figurd3is an example of an infobox of an
entity changing at the same time as the article’s main text to reflect a marriage event.

Wikipedia revision history of many articles can act as distant supervision data for learning
the correspondence between text and infobox changes. However, these revisions aogsyery
Many infobox slots can be updated when a single event happens. For example, when a death
happens, slots regarding birth relations ebgthdate birthplace may also be updated or added
if they were missing before. Therefore, our algorithm has to handle these sources of noise. We
leverage logical constraints (detailed in sectbfi) to rule out meaningless mappings between
infobox and text changes.

4.4 Data Construction and Design Choices

We construct a dataset from Wikipedia edit histories of entities whose facts change between the
year 2007 and 2012 (i.e., have at least one fact in YAGOXi8hanek ef a[2?007 with a start

or end time in this period). Besides limiting the time period to between 2007 and 2012, we also
limit the types of entities we extract from Wikipedia edit histories to qudysonentities. This
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is a design choice that we made due to the large size of Wikipedia edit histories and the fact that
the majority (65%) of Wikipedia pages are of entities of tyyg¥son and is not related to the
algorithm itself. The algorithm can be applied to dataset constructed of entites o&tegory.

We obtain Wikipedia URLs of the set plersonentities P from YAGO whose facts change
between the year 2007 and 2012 and crawl their article’s revision history. Given aneiittity
Wikipedia revision historyR, has a set of ordered datés on which revisions are made to its
Wikipedia page (we consider date granularity). Each revisjore R, is its Wikipedia page at
datet wheret € T,,.

Each Wikipedia revisiom,, is a set of infobox slotsS, , and textual content’,,. Each
infobox slots € S, ; is a quadruple(s,:t, Svaiue, Sstarts Send) CONtaining the attribute name (non-
empty), the attribute value, and the start and end time for which this attribute-value pair holds in
reality.

A documentd,; in our data set is theifferencé@ between any two consecutive revisions
separated by more than 24 hours ik, = rp, 112 — 7,1, Wherer, . ., is thefirst revision on date
t + 2 andr,, is thelastrevision on date (as a page can be revised many times in a day).

A documentd,,, is, therefore, a set of infobox changeass,, and textual changeaC,, ;.

Each slot changés € AS,; = (Satt, 0Svatues OSstarts 0Sena) 1S Prefixed with+ or — to indicate
whether they are added or deleted-jn. .. Similarly, each text chang& € AC,; is prefixed
with + or — to indicate whether they are added or deleted.

For example, in Figuré&.3, a documently;,, o5/23/2014 = Tkim,05/25/2014 — Tkim,05/23/2014 IS
a set of slot change§sPOUSE +"Kanye West), +2014”, “” ), (PARTNER, —“Kanye West, —*2012-
present; engaged"” ) and a set of text changes:'Kardashian and West were married in May 2014*“She
began dating West™—“they became engaged in October 2013”

For eachi, ;, we useAS,, ; to label the document andlC), ; to extract features for the docu-
ment. We labefl, , that has a new value or start time added to its infold®x;, +9s,aiue, *, *) €
AS, 1 OF (Sast, *, +0Sstart, %) € AS,; With the labelbegins,,; and labeld, ; that has a new end
time added to its iNfobOX{sas:, *, *, +3Scna) € AS,+ With the labelend-s ;.

The label represents the state change that happets,in For example, in Figuré&3,
dyim, 05/23/2014 1S labeled withbegin-spouse

The revision history dataset that we make avaifafde future research consists of all docu-
mentsd, ., labeled and unlabeledt € 7,,, ¢t € [01/01/2007, 12/31/2012], andVp € P; atotal
of 288,184 documents from revision histories of 16,909 Wikipedia entities. Using our labeling
process, we find that out of 288,184 documents, only 41,139 have labels (i.e., have their infobox
updated with new values/start/end time). For person entities, the distribution of labels in the
dataset is skewed towards birth and death events as these are life events that happen to almost alll
person entities in Wikipedia. The distribution of labels in the dataset that we release can be seen
in FigureZ2®. We show only labels that we evaluate in our task.

For our task of learning state-changing verbs from this revision history dataset, for each
labeledd, ;, we extract as features, verb pattera AC,, (lemmatized verb phrase that matches
our part-of-speech-based regular expressighPysee sectiofi-4) and whose subject (or object)

2a HTML document obtained by “compare selected revisions” functionality in Wikipedia

3The dataset can be downloaded from http://www.cs.cmu.edu/%7Edwijaya/postcondition.html

4The labels are Wikipedia infobox attribute names. We do not normalize the names, hence there are labels
“begin-club” and “begin clubs”, which are two distinct Wikipedia infobox attribute names.
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Figure 4.4: Distribution of labels we evaluate in our task in the revision history dataset.

matches the Wikipedia entity and whose object (or subject resp.) matches an infobox value,
start or end time: Wsupjects Vobject) = (argl, arg2) OF (Vsupject, Vobject) = (arg2, argt), Wher€arg1= p

and (Sate,arg2, *, %) OF (S, *,arg2, %) OF (Satr, *, *,arg2) € AS,;. We use the Stanford CoreNLP
Manning et al.[20T4 to dependency parse sentences and extract the subjects and objects of
verbs. We find that 27,044 out of the 41,11a®eleddocuments contain verb pattern edits, but

only 4,735 contain verb pattern edits with a subject and an object, where the subject matches the
entity and the object matches the value of the infobox change or vice versa. We use the latter
for our task, to improve the chance that the verb pattern edits used as features are related to the
infobox change.

4.5 Model

We use a Maximum Entropy (MXENT) classifief given a set of training data #(v,,, y)}

wherev,, = (v, va, ... 7)) € RVlis the|V|-dimensional representation of a labeled document

d, whereV is the set of all verbs in our training data, ant the label ofd, as defined 2.
These training documents are used to estimate a set of weight vectofe/;, Ws, ... Wy},

w, € RIVI, one for each labe} € Y, the set of all labels in our training data. The classifier can

then be applied to classify an unlabeled docunagnising:

eXp(Wy ) Vdu)
y exp (W, - Vg,)

p(y|va,) = 5 (4.1)

4.6 Feature Selection using Constraints

While feature weights from the Mx ENT model allow us to identify verbs that are good features
for predicting a particular state change label, our distantly supervised training data is inherently

SWe use MA\LLET implementation of Mx ENT: http:/mallet.cs.umass.edu/
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noisy. Changes to multiple infoboxes can happen within our revision. We therefore utilize
constraints among state changes to select consistent verb pattern features for each type of state
change.

We use two types of constraints: (1) mutual exclusiblute®X which indicate that mutex
state changes do not happen at the same time e.g., updatedhmtate should nottypically
happen with updates ateathcauseHence, their state-changing verbs should be different. (2)
Simultaneous$im) constraints which indicate that simultaneous state changes stypiddlly
happen at the same time e.g., updatéiothdateshouldtypically happen with other birth-related
updates such dsrthplace birthname etc. We manually specified these two types of constraints
to all infobox pairs where they apply. We have 10 mutex constraints and 23 simultaneously
updated constraints. The full list of constraints can be found in our wébsite

Given a set of constraints, a set of labElsand a set of base vefb® in our training data,
we solve a Mixed-Integer Program (MIP) for each base venbB to estimate whethédrshould
be a feature for state changec Y.

We obtain label membership probabiliti¢® (y|b) = count(y,b)/>_,, count(y’,b)} from
our training data. The MIP takes the scofeg/|b) and constraints as input and produces a bit
vector of labels, as output, each bit; € {0, 1} represents whether or nbshould be a feature
for y.

The MIP formulation for a base vefhs presented by Equatidh2. For eachb, this method
tries to maximize the sum of scores of selected labels, after penalizing for violation of label
constraints. Let, ,, be slack variables fd8imconstraints, and, ,, be slack variables faviutex
constraints.

Solving MIP per base verb is fast since we conduct it over the output2of BN T. We only
consider a labej to be a candidate far if there exists in the MXENT model, a verb pattern
with base formb that has a positive weight for the label i.e Jit; € V s.t. w; > 0 andb = base
form of v;.

After we outputa, for eachb, we select features for each label. We only select a verb pattern
v; to be a feature foy if the learned weightu; > 0 anda; = 1, whereb = the base form of;.
Essentially for each label, we select verb patterns that have positive weights and are consistent
with the label as features.

maxumze (Zab x P(ylb) — Z Gy —
2y (y,y’)ESim
> )

(y,y') e Mutex

subjectto  (aj — agl)2 < Cyys Yy,y') € Sim

(4.2)

ay + a};’, <1+4&,, Y(y,y) € Mutex
Cys Eyy 2 0, a? € {0,1}, vy, y

Shttp://www.cs.cmu.edu/%7Edwijaya/postcondition.html
"The verb root or base form of a verb (after removing preposition)
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Figure 4.5: Results of predicting state change labels (infobox types) using verb pattern edits as
features.

4.7 EXperiments

We use 90% of our labeled documents that have verb pattern edits as features &Bdr#sn
training data and test on the remaining 10%. Since revision history data is noisy, we manually
go through our test data to discard documents that have incorrect infobox labels by looking at
the text that changed. The task is to predict for each document (revision), the label (infobox slot
change) of the document given its verb pattern features. We compute precision, recall, and F1
values of our predictions and compare the values before and after feature selecti@jFig.

To the best of our knowledge, the task to learn state-changing verbs in terms of states defined
in existing knowledge bases and learning it from Wikipedia edit histories is novel. There is no
previous approach that can be used as a baseline; therefore we have compared our structured
prediction using MIP and MX ENT with a majority class baseline that always predicts “begin-
deathplace”, which is the majority class ldheBoth our approaches (MKENT and MAX ENT
+ MIP) perform better than the majority class baseline (Figiige

We observe the value of doing feature selection by asserting constraints in an MIP formu-
lation. Feature selection improves precision; resulting in a better F1. By asserting constraints,
some of the inconsistent verb pattern features for the labels were removed. For example, before
feature selection, the verbs: “marry”, and “be married to” were high-weighted features for both
begin-spousandend-spouseAfter asserting constraints thaegin-spousés mutex withend-
spousethese verbs (whose base form is “marry”) are filtered out from the featuezglespouse
We show some of the learned verb pattern features (after feature selection) for some of the labels
in (TableZ22). On average, we have about 18 verbs per infobox state change in our state changing
verb resource that we make available for future research sepdréstetyFiguré ) and as part
of our knowledge base of verBis

8n the future, we can also compare to aNENT baseline that usesl word edits as features. Here we focus on
verbs as we have observed from our previous works that in a lot of the contexts that surround an entity that changes
state, these contexts contain verbs that express the state changing events.
Shttp://www.cs.cmu.edu/%7Edwijaya/postcondition.html
Ohttp://www.dwijaya.org/dvkb.html#DKVB
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Post-conditions of verbs learned with MaxEnt + feature selection (using MIP)

begin-
begin-spouse egin-spouse

end-spouse Verb Weight
be inzhildren +(arg1) marry on (arg2) (top-nouns: marry actor on) 411521
begin—deathdate +(arg1) marry (arg2) (top-nouns: marry actor) 3.54883
begin deathplace +(arg1) (passive) marry on (arg2) (top-nouns: marry actor on) 3.07581
begin deathp +(arg1) leave over (arg2) (top-nouns: leave trail over) 1.78924
g. +(arg1) marry in (arg2) (top-nouns: marry actor in) 1.71414
begin-deathcause .
begin-died -(arg1) expect with (arg2) 1.59383
g. . +(arg1) (passive) marry in (arg2) (top-nouns: marry actor in) 1.41674
begin-cityofdeath R .
. -(arg1) (passive) engage to (arg2) (top-nouns: engage to boyfriend to) 1.36159
begin-countryofdeath R K
e -(arg1) divorce in (arg2) 1.35956
g. ) +(arg1) wed on (arg2) (top-nouns: wed boyfriend on) 1.05501
begin-birthplace . . . . . . . .
begin-born -(arg1) (passive) give to (arg2) (top-nouns: give with diamond to::give daughter to::give to child 0.83417
begin cityofbirth torigive birth to)
begin bir}f,hname +(arg1) take on (arg2) (top-nouns: take place on) 0.72450
begin awards +(arg1) marry actor on (arg2) 0.68831
g. +(arg1) meet (arg2) (top-nouns: meet at party) 0.66650
begin-almamater
. . +(arg1) date (arg2) 0.35842
begin-education
. +(arg1) marry to (arg2) (top-nouns: marry actor to) 0.32486
begin-termstart . X
. +(arg1) include (arg2) (top-nouns: include ancestry) 0.21657
begin-termend
begin-occupation +(arg1) lead on (arg2) 0.18954
9 P -(arg1) appear in (arg2) (top-nouns: appear on show in) 0.12452

begin-president

Figure 4.6: Our website that shows the mappings from verb patterns to changes in DBPedia
relations. The figure shows some of the verb patterns that prediatitteion of the spouse
relation in DBPedia sorted by their confidences — learneck ENT weights.

4.8 Related Work on Learning State-Changing Verbs

Learning from Wikipedia Revision History. Wikipedia edit history has been exploited in a
number of problems. A popular task in this regard is that of Wikipedia edit history categorization
Daxenberger and Gurevy¢d0Tj. This task involves characterizing a given edit instance as
one of many possible categories such as spelling error correction, paraphrasing, vandalism, and
textual entailmenNelken and Yamang[l?008, Cahill et al.[20T3], Zanzotffo and Pennacchiotti
[2011), Recasens ef HIZ0TY. Prior methods target various tasks different from ours.

Learning State-Changing Verbs. Very few works have studied the problem of learning
state-changing verbBosseini ef al[?0714] learned state-changing verbs in the context of solving
arithmetic word problems. They learned the effect of words su@ddssubtracbn the current
state. The VerbOcean resource was automatically generated from thEhvski and Pantel
[2004. The authors studied the problem of fine-grained semantic relationships between verbs.
They learn relations such as if someone has bought an item, they may sell it at a later time. This
then involves capturing empirical regularities such as “X buys Y” happens before “X sells Y”.
Unlike the work we present here, the method<hklovski and Panfdl?004], Hosseini ef al.

[20714 do not make a connection to KB relations such as Wikipedia infoboxes. Our vision paper,
Wijaya ef al.[2014H gave high-level descriptions of a number of possible methods for learning
state changing methods but did not implement any of them.
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Label \erbs

begyin-deathdate +(argl) die on (arg2), +(argl) die (),

+(argl) pass on (g2)

begin-deathplace | +(argl) die in (arg2), +(argl) die at (&),

+(argl) move to (&y2)

begin-birthplace +(argl) be born in (arg2), +(argl) bear inday,
+(argl) be born at (g2)

begin-pedecessor| +(argl) succeed (arg2), +(argl) replacgpdr
+(argl) join cabinet as (arg2), +(argl) join asy@r
begin-successor +(argl) loseseatto (arg2), +(argl) resign on @),
+(argl) resign from post on (@2)

begin-termstart +(argl) be appointed on (arg2), +(argl) serve frorgZar
+(argl) be elected on @2)

begin-termend +(argl) resign on (arg2), +(argl) step down irg@y
+(argl) flee in (ay2)

begin-spouse +(argl) marry on (arg2), +(argl) marry ¢y,
+(argl) be married on (arg2), — (argl) be engaged gRfar
end-spouse +(argl) filefor divorce in (arg2), +(argl) die on (g),

+(argl) divorce in (a2)

+(argl) announcseparationon (ag2)

begin-childen +(argl) havechild (arg2), +(argl) raise daughter ¢&),
+(argl) raise (@2)

begin-almamater | +(argl) graduate from (arg2), +(argl) attendy@r
+(argl) be educated at ()

begin-awads +(argl) be awarded (arg2), +(argl) be named og2)ar
+(argl) receive (@2)

begin-youthclubs | +(argl) start career with (@2),

+(argl) begircareerwith (arg2), +(argl) start with (g@)
begin-clubs +(argl) play for (arg2), +(argl) play during career withg@);,
+(argl) sign with (arg2), +(argl) complat®veto (alg2)

Table 4.2: Verbs learned for various infobox relation changes. The texts in bold are (preposi-
tion+) common noun that occur most frequently with thierb pattern, relation changpair in
the training data.

4.9 Analysis and Discussion

In this thesis, we apply our algorithm to learn the mapping of verbsptasonentities in
Wikipedia. However, the algorithm is not specific to person entities; it can be applied to other
types of entities as long as they have Wikipedia pages and corresponding infoboxes. For ex-
ample, using the same approach, we can learn for a company entityGeaglg that when

it changes thé&ey-peoplen its infobox, typed verbs such as “be promoted pstéon ceg is

added to its Wikipedia page — this example is obtained from actual ed@®ofleWikipedia

page on 10 August 2015.

One compelling application of learning the mapping from verbs to changes in the knowledge
base relations is to incorporate them as triggers in methods for updating existing knowledge
bases, which are currently mostly static. For example, if a verb is being added or removed from
the context of an entity in text, we can update knowledge about the entity in the knowledge base.
However, the mapping that we learn here is based on Wikipedia text that has a specific nature:
well structured, follows a chronological order, focuses on facts and events. Our conjecture is
that the mapping that we learned here will be applicable only to texts that have a similar nature
to Wikipedia, e.g., news texts that are well structured, follows a chronological order, and that
focuses on facts and events. Future work can address how the mapping can be learned and
applied to more general texts.
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Furthermore, we realize that Wikipedia edit history alone may not be enough for learning
state-changing verbs as they are restricted by relations that are in the infobox. To learn high
coverage state-changing verbs, we need to learn from Web-scale time stamped corpora such as
news text, GigaWord, and Google Books N-gram. One possible way to do that is to start from the
mappings from typed verbs to knowledge base relations that we learn in CBaftee task is
then to determine for each verb pattern that maps to a relation, whether the verb pattern initiates
the relation, terminates the relation, or neither (i.e., it just expresses the relation). The signals for
determining this can be, for example, the changes in mention counts of the verb pattern and its
subject and object in time-stamped documents, using method sutlaasshrma et 3120717
that discovers dynamic relationships between entities from changes in their mention counts in
documents over time.

We also observe that a change in verb tenses in Wikipedia edits often signals a change in
knowledge base relations. In this thesis, we lemmatize the verbs. Therefore, we lose informa-
tion about verb tenses that may be useful for learning the mapping between verbs and changes
in knowledge base relations (see our previous discussions about Wikipedia tense edits in sec-
tion 1 and aspectual approaches to verb classification in seZfioB. Future work can con-
sider changes in verb tenses as additional features for learning the mapping.

To learn state-changing verbs from time stamped text corpora, we may also need to utilize
signals from several corpora of different nature such that the sparsity of changes in one may
be compensated by the redundancy of another. For example, changes that are the effect of the
verb pattern “marry” (e.g., the appearance of the adjective “married”, the nouns “spouse” or
“husband”, or the verb patterns “have spouse” or “have husband” in the context of the entity)
may not be mentioned in news document the day after the marriage event happened. But they
may be mentioned for several months after. The sparsity of documents with the day granularity
(GigaWord) can be overcome by the redundancy of documents with the year granularity (Google
Books N-gram). Furthermore, in this thesis we only consider day granularity between Wikipedia
edits. Future work can consider longer intervals between edits to capture state-changing events
whose durations are longer than a day e.g., mergers and acquisitions.

We may also need to generalize changes that are the effects of state-changing verbs to their
categories/types. For example, the verb pattern “elect” causes different changes when applied
to different entities. We can cluster changes affected by a verb pattern to their category types
and therefore relation values. For example, the nouns “president”, “vice president”, “governor”,
“senator”, etc. that are the effect of the verb pattern “elect” can be clustered to the category
jobPosition,which is the range of the relatidmasJobPosition We can then generalize that the
verb pattern “elect” causes the change in the reldtimslobPosition

We can also utilize signals from pre-existing linguistic resources such as WordNet and Verb-
Net to learn state-changing verbs. In WordNet, dictionary definitions of the verb lexemes may
contain changes affected by the lexemes. For example, from the WordNet definition of the verb
lexemealkalify as “turn basic and less acidic”, we can infer that the effects of this verb lexeme
are adjectives such as “basic” and “less acidic”. WordNet also contains antonymy relations be-
tween verbs that can be useful as constraints for learning the mapping. For example, given that
“die” is the antonym of “live”, if we map “die” to the termination of thgearsActiverelation,
then we should not map “live” to this same change in the relation. Future work can consider
adding antonymy and synonymy relations — which are useful for improving the coverage of the
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mapping to more verbs — as additional constraints for learning the mapping.

Lexical resource for verbs such as VerbNet also contains useful diagnostics for detecting
changes affected by the verbs from their semantic predicates. For example, the verb lexeme
deportthat appears in the syntactic frame “Agetgport Themeto Destination” has this set
of semantic predicates in VerbNet:AGSe(Agent, Event), lOCATION(START(Event), Theme,
?Source), bcATION(END(Event), Theme, Destination). We can use it to infer thgtortiniti-
ates LOCATION changes. We can map these semantic predicates to knowledge base relations to
get the changes in KB relation affected by the verb lexeme.

An interesting research direction will be to integrate signals from all these different sources
to come up with the overall changes caused by the verbs on knowledge base relations.

In terms of the approach, we have presented here a discriminative approach for learning the
mapping from verbs tahangesn relations. However, the semantic that we ultimately want to
learn in here — in line to what we have learned in ChaBtevhich is the probability of a verb
patternv given a relation- or P(v | ) e.g.,P(“marry” | hasSpousg- is to learn the probability
of anadditionor aremovalof the verb patterm to/from an arbitrary text given ehangein the
relationr or P(A v|A r) e.g.,P(+"divorce” | endhasSpousg which means the probability of
anaddition of the verb pattern “divorce” to the context of an entity in an arbitrary text given a
terminationof the entity'shasSpouseelation in the real-world. In the future, we can think of a
generative approach that can better reflect this semantic that we want to ultimately learn.

4.10 Conclusion

In this section, we have presented an algorithm that uses Wikipedia edit histories as distantly
labeled data to learn which verbs result in which state changes to entities, and experimentally
demonstrate its success. We first constructed and curated a novel dataset from Wikipedia revision
history that is tailored to our task. We showed that this dataset is useful for learning verb pattern
features that are effective for predicting state changes in the knowledge base (KB), where we
considered the KB to be infoboxes and their values. We have made available this set of distantly
labeled training data on our web$iteWe also make available our learned mappings from verbs

to state changes, as a resource for other researchers on the same website and as part of our
knowledge base of verfs

As future work, we wish to explore the usefulness of our verb resource to other KBs to
improve KB freshness. This is important because existing KBs are mostly static.

We wish to also explore the application of the learned verb resource to domains other than
Wikipedia infobox and text e.g., for predicting state changes in the knowledge base from news
text. Specifically, given the learned verb resource that contains the mappings from verbs to
changes in KB relations, when these verbs are added/deleted fronatepxiext beyond Wikipedia
such as news text, whether we can update the corresponding KB relations of the verbs’ subjects
and objects effectively.

Additionally, most Wikipedia revisions only have text changes without the associated infobox
change. Another line of future work is to also learn from these unlabeled documents.

Uhttp://www.cs.cmu.edu/ dwijaya/postcondition.html
Lhttp://www.dwijaya.org/dvkb.htmI#DKVB
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Lastly, in our data construction, we make a design choice to extract only Wikipedia edit
histories ofpersonentities. Although the largest number (more than 65%) of Wikipedia pages
are ofpersonentities, it will be interesting to construct a dataset containing the rest of the entity
types: organization location, film, etc.; to apply the algorithm and release the learned verb

resource for this dataset.
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Chapter 5

Extending Knowledge Base Relations

5.1 Introduction

From our work of mapping typed verbs to relations in ChaBtevre find that many typed verbs in

the subject-verb-object triples (SVO triples) extracted from ClueWeb do not yet have mappings
to any relation in NELL KB. This is because NELL has only a couple hundreds of relations and
hence a limited coverage of the typed verbs in the SVO triples. For example, NELL does not have
a relation for the typed verb “support” with type signatupgoduct programmingLanguage

even though this typed verb occurs very frequently (932k times) in the SVO ftriples.

In this chapter, we present an algorithm to extend the vocabulary of relations in NELL and
hence its coverage of the SVO triples. The algorithm clusters semantically similar and similarly
typed verbs in the SVO triples and propose the newly discovered clusters as new relations in
NELL.

The benefits of extending the vocabulary of relations in NELL are many; for example, having
more relations in the knowledge base can mean denser knowledge graph which has been shown
to lead to better inference&hrdner et a] 70T3.

To extend the vocabulary of relations in the knowledge base, one can argue that it is sufficient
to add every typed verb as a new relation in the knowledge base as in the OpenlE faskien |
ef al, 2017). For example, a typed verb “marryérson persor can be the relatiopersonMar-
ryPersonin the knowledge base while another typed verb “wpditéon persor) can be another
relationpersonWedPersom the knowledge base. However, besides the lack of generalization
from having each individual typed verb be a separate relation in the knowledge base, it has also
been shown that there are values in using clusters of semantically similar surface forms rather
than just individual words for improving performance in tasks such as knowledge base inference
[Gardner et a).20TH or word embedding for dependency parsidaimar et al, P0T#. Going
back to our hypothesis, we believe that it is possible to semi-automatically construct a verb re-
source that goes beyond current resources in terms of coverage and links to knowledge bases,
by leveraging a combination of high coverage text corpora, a knowledge base with a rich type
system over entities, and other pre-existing linguistic resources such as thesaurus and WordNet.
Instead of adding every single typed verb as a new relation, our verb resource adds clusters of
typed verbs as new relations in the knowledge base.
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To create clusters of typed verbs, the algorithm groups typed verbs in the SVO triples into
similarly typed and semantically similar clusters based on (1) the verbs’ subject and object types
or the verbs’ selectional preferences, (2) their similarities based on their arguments (subject-
object pairs in the SVO triples), (3) synonymy and antonymy constraints from Moby thébaurus
and WordNet. Each cluster is then either mapped to an existing NELL relation or added as a
new relation in NELL. The result is VerbKB, a knowledge base of English ¥eHz contains
65,679 unique verb patterns mapped into 215,106 binary reldtieash typed with semantic
categories in NELL and organized into a subsumption taxonomy based on types. To the best
of our knowledge, this is the largest knowledge base of English verbs to date, with the verbs
occurring a total of over 2 billion times in ClueWeb or 98% of all subject-verb-object occurrences
in ClueWeb.

A typed verb in VerbKB can be mapped to multiple relations; each relation expresses a par-
ticular verb sense and the verb’s subject and object types. In terms of alignment with the coarse-
grained verb senses induced from WordNet senses by the Oxford Dictionary of English (ODE)
inventory [Navigli et al, 7007, the relations in VerbKB have the best alignment to these manu-
ally constructed synsets, compared to verb synsets in other automatically constructed large-scale
resources such as PATTKIAkashole ef 4|20T7 or PPDB [Cocos and Callison-Burg014.

5.2 Overview of Method

VerbKB is constructed semi-automatically, leveraging (1) a high coverage text corpus (ClueWeb),
(2) a rich type system and entity population in a large knowledge base (NELL), and (3) knowl-
edge about verbs, specifically their synonymy and antonymy relations in pre-existing, manually
constructed linguistic resources (Moby thesatiarsd WordNet). However, VerbKB goes well
beyond these existing resources in terms of coverage and links to knowledge bases. It specifies
meanings of semantically typed verbs by mapping the typed verbs to clusters that are relations in
knowledge bases.

To create a resource for verbs with higher coverage than any other resources, we leverage a
very large ClueWeb corpus and extract typed verbs from over 650 million subject-verb-object
(SVO) triples that occur a total over 2.1 billion times in ClueWeb (see seffbior our design
choices with regards to the SVO triples).

We have also learned from the analysis of other automatically constructed pre-existing re-
sources that distributional similarities based on lexical contexts alone are not enough to identify
similar verbs (DIRT, PPDBWORD2VEC). Particularly for verbs, what roles they take seem to
matter in terms of computing their semantic similaritiSshwartz ef 8).201¢. Since verbs’
semantic roles are important for discovering verb similarities, in addition to using distributional
similarities of typed verbs based on their subject and object pamsand Panitel2?007TH, we

IMoby Thesaurus: http://moby-thesaurus.org

2We use only synonymy and antonymy relation from WordNet, not the synsets.

3http://www.dwijaya.org/dvkb.htmi#DKVB

40n average, a relation in VerbKB has 3.7 verb patterns as members and they have the same type signature,
which is also the type of the relation.

SMoby Thesaurus: http://moby-thesaurus.org
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also use as additional cues, the similarities of verbs’ type signatures or their selectional pref-
erencesiResnik M997, Cight-and Greiff 2007. Selectional preferences centered on both verb
lexemes and prepositions have been shown to help classify verb lexemes’ semantic roles, espe-
cially when there is limited syntactic information, which is certainly true in our case as we have
limited syntactic information in our SVO tripleBdechura ?008 [Zapirain ef al. ?0T3.

The motivation behind using type signatures as additional cues for clustering typed verbs is
also the belief that when verbs have more than one alternative selectional preference, the selec-
tional preference can help distinguish separate verb senses. For example, while the verb pattern
“eat” has only ondypical preference for an object of tydeod, the verb pattern “follow” has
several alternative preferences for object types; inclughath (path route, trail, track), in-
struction (nstructions guidelinesrecommendationand eventgublication resignation arresf)
[Mechura ?008. The type signatures or selectional preferences of the verbs can help distinguish
the separate verb senses. For example, the verb pattern “follow” has the sense “happen after”
when its object is of typeventand “move along” when its object is of tygmth Indeed, type
signatures of verbs or their selectional preferences (i.e., their tendency to co-occur with sub-
jects and objects from certain semantic classes), have been shown to improve the performance of
automatic verb classificatios[in-and Korhong?009.

To type the subjects and objects of verbs in our SVO triples, we harness the rich type system
and entity population in a large NELL knowledge base to map the noun phrases subjects/objects
to their semantic types (see sectibd for our design choices with regards to typing the subjects
and objects in the SVO triples).

In addition, we differ from other automatically constructed resources in that we also leverage
pre-existing hand-crafted lexical resources that are the Moby thesaurus and WordNet and use
relational information (synonymy, antonymy between verbs) from these semantic lexicons as
constraints to encourage synonym (and respectively discourage antonym) verbs to be in the same
clusters.

5.3 Related Work

There have been a number of automatically constructed lexical resources which contain verbs
and organize them into semantically meaningful groups. For example, DliRTahd Pan-

fel, 70071, PPDB [Ganitkeviich et d].701j, Polysemy-Aware Verb ClasseKdwahara et a).

2014, PATTY [Nakashole ef 4|2?017 and ReVerbEader ef a|.2017. We have discussed the
details of these lexical resources in ChateHere, we present summaries of these resources
and the comparisons to VerbKB.

DIRT (Discovery of Inference Rules from Texillih-and Panit&|?00TH is a collection of
paraphrases automatically learned from corpora. The approach is motivated by the hypothesis
that if two phrases tend to link the same sets of nouns then the meanings of the corresponding
phrases are similar. The algorithm behind our verb resource, VerbKB, computes these DIRT-style
pairwise similarities for typed verbs based on the sets of subject and object nouns that the typed
verbs occur with in the SVO triples. We compute similarities for typed verbs with the same type
signatures, which we calbcal similarities. We also compute similarities fall verbswithout
their types, which we cafilobal similarities. However, our algorithm differs from DIRT in that it
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also uses the verbs’ synonymy and antonymy relations to constrain these computed similarities.

Instead of extracting paraphrases from monolingual corpora like DIRT, the Paraphrase Database
(PPDB) [Ganitkevifch ef a].20T1] extracts paraphrases from large bilingual corpora. The most
recent release of PPDEbcos and Callison-Burg20716 includes the grouping of each phrase’
paraphrases into separate sense clusters (synsets). Unlike PPDB synsets, however, we do not
have access to similarities computed from bilingual corpora. Instead, we leverage pre-existing
linguistic resources to obtain synonymy and antonymy relations between verbs. We show in
the experiments, that the resulting verb synsets in VerbKB align better than PPDB synsets to
manually constructed synsets.

Kawahara et al[?0714 produce a collection of polysemy-aware verb classes from verb lex-
eme uses in GigaWord (LDC2011T07; English Gigaword Fifth Edition) and web corpora. They
deal with verb polysemy by first clustering each verb lexeme’s uses into its verb-specific seman-
tic frames and then clustering over these frames. The constructed lexical resource has 1.6k verb
lexemes over 840 classes and takes up to three days to construct. In contrast, our algorithm took
only a total of 7 hours without parallel processing to construct clusters in VerbKB. Also, poly-
semy is dealt naturally in VerbKB by allowing each verb pattern to have several type signatures
that can help to distinguish the different verb senses (e.g., the verb pattern “play” can have types
(musician musiclnstrumeni (athlete sporf), etc.)

PATTY [Nakashole ef a|.2017 is a large-scale collection of synonym sets of relational
patterns harvested from text corpora. PATTY differs from DIRT, PPDB, kawahara et al.

[2014 in that each of its patterns has a type signature for the entities that they connect (e.g.,
for the pattern “first performed in”, it has the type signature [persaountry]. Learning from
PATTY and the work oSun-and Korhone[?00Y that shows that type signatures improve verb
classification, in building VerbKB we cluster typed verbs.

PATTY, however, has low coverage in terms of typed verbs. The average size of the clusters
is only 1.19, which means a lot of its clusters consist of variations of a single typed verb. We
believe that in terms of typed verbs, PATTY clusters do not provide a lot of generalization. In
contrast, VerbKB has on average 3.7 typed verbs per cluster.

Although PATTY clusters are small in terms of typed verbs, its verb clusters are not singletons
as that of ReVerbHader ef a|.2017. ReVerb is a lexical semantic resource that is purely textual,
where each pattern is a cluster/relation by itself. Like other Open IE systems and unlike VerbKB,
due to its open-domain and open-relation nature, ReVerb is purely textual and is unable to relate
the surface forms to an ontology of a knowledge base, if known in adv&mmefland ef a|.
2010Q).

5.4 Data Construction

We start from over 650 million subject-verb-object (SVO) triples extracted from ClueWeb. We
use triples that occur more than once in ClueWeb and extract the verb pattern that is, the lemma-
tized verb phrase that occurs between the subject and object in each triple and that matches our
part-of-speech based regular expressionMP (sectior-4).

A verb pattern may have different senses depending on its type signature i.e., the types of
its subject and object. For example, the verb pattern “play” with the type signatwsdian
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musiclnstrumenthas a different sense than the same verb pattern “play” with a different type
signature &thlete sporf). We obtain type signatures for the verbs and cluster the typed verbs
instead.

As described in sectiofird, we use a list of NELL's category labels for millions of noun
phrases and NELL's category labels for noun phrases that are in NELL KB to type the subject
and object noun phrases in the SVO triples.

Different from the mapping from typed verbs to relations in Chaftathere we usenly
SVO triples whose subjects and objects are entities in NELL, to cluster as many typed verbs
as possible in the SVO triples here, we adleSVO triples whose subjects and objects can be
labeled with categories in NELL. This design decision results in more typing errors than what
we encounter in Chapt& because on top of the errors that arise from a subject/object being
typed with a wrong category by NELL (see how we deal with that in sedfid)) the typing
of subjects and objects here is done out of context i.e., independent of the verbs that occur with
the subjects or the objects. As a result, a subject/object may be typed with more than one of
the NELL categories, not all of the categories are correct with regards to the verb pattern. For
example, the noun phrase “apple” is labeled with the NELL categémésandcompanywhich
are both correct. In the triple “John ate an apple” however, labeling the object “apple” with the
categorycompanywill result in anincorrecttype signature for “ea¥:

To deal with this second source of typing errors, we compateptabldype signatures for
each verb pattefrfrom this large-scale, erroneous types by conducting these steps:

1. We filter out type signatures that are uninformative for the verb pattern based on their
frequencies of co-occurrence with the verb pattern in the SVO triples (SECHAGI).

2. From the remaining type signatures, we recursively expand the types with their parent
types — based on the hierarchy of types in NELL — to generate all possible candidate sig-
natures for the verb pattern (sectia@l ) .

3. We compute the verb pattern’s selectional preference — its tendency to co-occur with sub-
jects and objects from certain semantic classes — to rank and to automatically threshold
candidate signatures for the verb pattern based on the selectional association scores they
have with the verb pattern (sectibd_3.

We detail each of these steps in the following sections.

5.4.1 Filtering out uninformative type signatures

For each verb pattern, given the category labels of its subject and object in SVO triples, we filter
out subject/object labels that are uninformative for the verb pattern based on their frequencies of
co-occurrence with the verb pattern.

First, labels with low entrogyare filtered out. The entropy is computed for each label and
each verb pattern in terms of the noun phrases (NPs) the label co-occurs with in the verb pattern’s
SVO triples.

6“eat a company” may be true in some metaphorical use of the verb pattern “eat”.
7 “acceptable” as in typical use of the verb pattern
8_ —

<=0.5
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For example, the SVO triple: “Jesdged onthe cross” is a frequent triple for the verb pattern
“die on”. However, NELL labels the NP: “the cross” to be of tyleeation or physicalChar-
acteristic ObviouslyphysicalCharacteristiés not a good object type for the verb pattern “die
on” i.e., people do not typically “die on” physicalCharacteristicFurthermore, the labghys-
icalCharacteristiconly occurs with the verb pattern “die on” when its object is the NP: “the
cross”. ThereforephysicalCharacteristi@s an object for the verb pattern “die on” has a low
entropy and can be filtered out from the list of typical objects of the verb pattern.

Secondly, we filter out category labels which are mutually inclsivigh other labels that
occur more frequently with the verb pattern.

For example, the verb pattern “die on” can occur with object NPs ofdgbee.g., “Monday”,
“Tuesday”, “March 13", etc. However, some of tidate NPs such as “Monday”, “Tuesday”,
and “Friday” are also labeled by NELL with the categaejevisionShow Since the category
televisionShovs mutually inclusive with the categogate— they share a lot of NPs in common
as objects of the verb pattern “die on” — and since the categgigoccurs more frequently than
televisionShowvith the verb pattern “die on”, the categasievisionShows filtered out.

Thirdly, we filter out categories in NELL that we deem are too general or uninformative for
verb patterns such as the categeweryPromotedThingtc. These are categories that are at the
root of NELL's ontology of types.

5.4.2 Generatingall candidate type signatures

After we filter out labels that are uninformative for the verb pattern’s subject or object, we gener-
ate all possible type signatures for the verb pattern from its remaining subject and object labels.
Since the NELL categories are organized into a hierarchy, depending on which level in the
hierarchy we consider, we may obtain different type signatures for the same verb pattern. For ex-
ample, for the verb pattern “die on” with type signatupersonEuropedayOfTheWegkwe can
use the combination of parent categoriepefsonEurop® anddayOfTheWeékto recursively
generate more type signatures for the verb patt@erspnByLocatioydayOfTheWegk(person
dayOfTheWegkand personEuropedate, (personByLocatiopdate), and person datg.

Using the NELL hierarchy of types, we thus generate all possible type signatures for the verb
pattern and compute their frequencies of occurrence with the verb pattern in the SVO triples.
We use LASH Beedkar and Gemul]&0714, which is a scalable algorithm for mining patterns
in the presence of hierarchies, to mine type signatures of verb patterns in the SVO triples and
compute their frequencies of occurrences in the SVO triples. LASH can generalize each category
in a mined signature to its higher category in the NELL hierarchy and generate their combina-
tions. For example, given a mined signatuperéonByLocationdayOfTheWegkor the verb
pattern “die on”, LASH will generate type signaturge(son dayOfTheWegk(personByLoca-
tion, date and person date for the verb pattern. Among the generated signatures, we select
those that occurs at least twice with the verb pattern in the SVO as candidate signatures for the
verb pattern.

9Have highJaccardsimilarity (> 0.6) based on noun phrases they co-occur with in the verb pattern’s SVO triples

0personEurope— personByLocation- person
dayOfTheWeek- date
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5.4.3 Computing selectional preference

Using frequencies computed by LASH, we compute Resnik’s selectional association of a candi-
date type signature ( t,) and the verb pattern to compute a scordy for the candidate type
signature IResnik T997:

P(ts, to|v)

1
AT(ts,U,to) = P(t57to|v> log P(t t )

~ Sr(v)
where Sg(v) is the selectional preference of the verb pattern that uses the KL divergence to

express how much information the verb pattern expresses about the possible semantic class of its
argumentJlurafsky and Marfin?0714.

P(ts, t,|v)

Sr(v) = P(ts, t,|v) log Plty)

ls,to

The score of a type signature for a verb pattern is, therefore, the strength of association between
the verb pattern and the type. For each verb pattern, we rank its candidate type signatures based
on these selectional association scores. We use the methSdfopha ef 312017 to automati-

cally threshold the scores based on finding the knee in the sorted scores curve, where saturation
occurs and the difference between any two scores are negligible. We select signatures whose
scores are above this threshold.

Some examples of the resulting type signatures (and their frequencies of occurrence with
the verb pattern (in percentages)) can be seen in Talifé For example, some selected type
signatures for the verb pattern “die at” ape(son location) e.g., “Michael Jackson died at his
house” anderson nonNegativelntegére.g., “Michael Jackson died at 50”.

For each selected type signature for a verb pattern, we also select all its child signatures (as
defined by the NELL hierarchy) that occur with the verb pattern as acceptable type signatures
for the verb pattern.

As we can see in TabE1 however, the method is not perfect. There may still be some noisy
type signatures selected for a verb pattern. For example, the logai¢n date for the verb
pattern “die in”. Upon closer examination, we find that some of these incorrectly selected types
are due to the fact that we type the verb pattern’s subject and object out of context and the fact
that some of the subjects or objects have ambiguous types.

For example, a lot of proper names in NELL (“Edleston”, “Helen”, “Weber”, etc.) are labeled
with either the categorgersonor the categorgity, whose parent categoryliscation Since we
type subjects and objects in SVO triples out of context i.e., we do not take the verbs in the triples
into consideration when typing their subjects and objects; the proper name: “Davis” in the triple:
“Davis died inOctober 1” for example, are labeled by NELL with the categotyand therefore
location This is how (ocation, date ends up being one of the top ranked signatures for the
verb pattern “die in”, albeit with a much lower frequency than the highest ranked {yersof
date. In future, we can envision a method for typing the subjects and objects in the SVO triples

12Note that for each verb pattern, these percentages do not sum to 100 because we are abttysagigna-
tures that occur with the verb pattern in the SVO. We compute their selectional association scores and only select
signatures whose scores are above certain automatically computed threshold
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Verb Pattern | Type signatures

play (person gamg (6.3%), fperson person) (3%),
(person musiclnstrument(2.6%), ...

diein (person datg (14.2%), person location) (7.3%),
(location date (1.1%),...

die of (person physiologicalConditioh(28%),
(location, physiologicalCondition(1.3%),...

dieat (person location) (12.7%),
(person nonNeglinteger(4%), ...

siton (person householditem(7.1%), {ocation location) (3.8%),
(person bodypar) (2%), ...

nibble @nimal food) (5.7%), @nimal bodypar) (3.9%),
(person food) (3.7%),...

Table 5.1: Automatically discovered type signatures for verbs sorted by their percentage of oc-
currences with the verbs in the SVO triples

in the context of the verb pattern and incrementally, using semi-supervised methods such as
Expectation Maximization to use some initial type signatures of the verb pattern to type even
more of its SVO triples’ subjects and objects in the context of the verb pattern and use the new
in-context types to reweigh the scores of the current types.

Once we obtain the type signatures of each verb pattern, we treat each verb pattern-type signa-
ture pair or simply, the typed verb as a data point in our clustering. For example, “npearytf
person, “die in"(person location) are typed verbs that are data points in our clustering. In the
following sections, we compute similarities among these data points and cluster them.

5.5 Similarity Computation

After obtaining the type signatures for each verb pattern, we treat the resulting typed verbs as data
points in our clustering. To cluster the typed verbs, we first compute their pairwise similarities
(sectionb®]). We compute pairwise similarities between typed verbs that have the same type
signatures and call thelocal similarities, and between all verbs i.e., without types and call them
global similarities.

Since local similarities are computed only among typed verbs with the same type signa-
ture, overlaps of their subject and object pairs may be sparser than if we use all the verbs,
resulting in sparse pairwise similarities or erroneous similarities that happen by chance. We
select/add/remove similarities in the local similarities by using synonymy and antonymy rela-
tions among verbs that we obtain from Moby thesaurus and WordNet. To improve coverage of
the synonymy relations, we use global similarities between verbs as an additional information of
synonymy. We also use global similarities to supervise local similarities, to ensure that selected
local similarities are not those that happen by chance (secfinB.

We detail these steps for (1) computing pairwise relations and then (2) constraining them in
the following sections.
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5.5.1 Computing pairwise similarities

We compute similarities between typed verbs with the same type signatures, which leeaall
similarities. We also compute similarities between verbs, which wegtallial similarities. We

use the method in DIRTLIn‘and Pant&l?0014 to compute these pairwise similarities based on
the verbs’ subject and object pairs co-occurrence in the SVO triples. We consider only subject-
object pairs that occur with more than one verb pattern. Followingand Panie[20071§, we

first compute the mutual information between the verb pattern and its subject and object pair as:

X
I(v,(s,0)) = log 20X P

s, %, 0] X |*,v,*|

where|s, v, o| is the frequency count of the subject-verb-object triple in the collection of triples
that are being considered for the similarity computation (i.e., triples with similar typed signatures
for local similarity computation and all SVO triples for global similarity computation). Similarly,
|s,%,0] = >, [s,v,0], [%,0,%| = 32, s, v,0], and|x, «, x| =3 | [s,v,0].

Letting 7'(v) be the set of pairés,o) such that/ (v, (s,0)) is positive, DIRT then defines
similarity (>=0) between a pair of typed verbs (or verbs for the global similarity computation)
as:

sim(v1, v3) = Z(S,O)ET(vl)ﬂT(vz) (I(vl, (s,0)) + (v, (570)))
1,02) —
Z(s,o)eT(yl) ](Ulﬂ (37 0)) + Z(s,o)eT(UQ) ](U27 (87 0))

which is based on an extended Harris’ distributional hypothesis that states that words that occur
in the same contexts tend to be similar. In our case, two verbs have high similarity if they have
a large number of common subject-object pairs. However, not all subject-object pair is equally
important. For example, the paiméan womar) is much more frequent than the paBr(ce
Jenner Caitlyn Jenne). Two verbs sharing the paim@an womar) is less indicative of their
similarity than if they shared the paiBfuce JennerCaitlyn Jenney. DIRT similarity measure

takes this into account by computing the mutual information between the verb and the subject-
object pairi.e.[(v, (s,0)).

Using these pairwise similarities, we construct similarity graphs where the nodes are verbs
and the edges are non-zero similarities between verbs. For each verb node, we keep only the top
50 most similar verbs to the verb node as its neighbors in the similarity graphs.

We observe that a verb pattern’s neighbors in its global similarity graph consist of verbs that
are synonymous to the verb pattern but may express diverse senses. On the other hand, the verb
pattern’s neighbors in its local similarity graph consist of verbs that are synonymous to the verb
pattern and express the same sense. For example, the global neighbors of the verb pattern “fol-
low” include verbs such as “pursue”, “adopt”, “understand” and “watch”, which are synonyms of
the verb pattern “follow” but express diverse senses. On the other hand, the local neighbors of the
typed verb “follow”(ocation, location) include typed verbs such as “continue alongcation,
location), “run along”(ocation, location) and “continue on’fpcation location) that express the
“move along” sense of the verb pattern “follow”. Similarly, the local neighbors of the typed
verb “follow”( event eventOutcomjanclude typed verbs such as “happen aftev&nt eventOut-
come, “erupt upon”event eventOutcome “break after’évent eventOutcomehat express the
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“happen after” sense of the verb pattern “follow”. Our observation of the differences between the
global and local neighbors of verb patterns shows support of the hypothesis that type signatures
can help disambiguate different senses of the verb pattern.

5.5.2 Constraining local similarities

For each type signature, we havéaal similarity graph that contains similarities among typed
verbs with the same type signature. In this graph, since similarities are computed only among
typed verbs with the same type signature, the subject and object pairs co-occurrence may be
sparse among these verbs, resulting in a sparse local similarity graph or erroneous edges that only
happen by chance. We use synonymy and antonymy relations among verbs to select/add/remove
edges from this similarity graph.

Specifically, weremoveedges in the local similarity graph between verbs that are antddyms
and verbs that amsot respective local neighbors (RLNs) — two verbs are a pair of RLNadh
is among the other’s neighbors in tleeal similarity graph.

Among the remaining edges, véelectedges between verbs that are synoriyros verbs
that are respective global neighbors (RGNSs) — two verbs are a pair of RGdshis among
the other’s neighbors in thglobal similarity graph. If there is no existing edge between a pair
of synonymous verbs in the local similarity graph, add an edge between themaitheris in
the other’s global neighbors. The rationale behind this is that we are using global similarities as
a proxy for synonymy relations to improve the coverage of synonymy relations.

We alsoselectedges between verbs that are respective nearest neighbors (RNNs) in the local
similarity graph — two verbs are a pair of RNNs if each is the other’s most similar verb pattern.
This is based on the observation Ind and Panf&l?00713 that words that are RNNs are seman-
tically most meaningful. To make sure that the local RNNs are not by chance, we only select an
RNNs edge ifeither of the verbs is in the other’s global neighbors. The rationale behind this is
that we are using global similarities to supervise local similarities, to ensure that selected local
similarities are not those that happen by chance.

Remaining edges that are not selected or newly added are discarded from the graph. Then,
we normalize the edges’ similarities in the graph to between 0 &hd 1

For each type signature in our data set, we obtain a constrained and normalized local similar-
ity graph. Then we cluster the verbs in each of these graphs separately. We detail our clustering
approach in the following section.

13Two verbs are also considered antonyms if they have the same verb but antonymic preposition e.g., “vote for”
and “vote against” are considered antonyms. Two verbs are also antonyms if the verb of one is an antonym for
the other’s and they have the same preposition e.g., “buy from” and “sell from” are considered antonyms. This is
how we extend the antonymy relations between verb lexemes in Moby Thesaurus and WordNet to verb patterns in
VerbKB.

Two verbs are also considered synonyms if the verb of one is a synonym for the other’s and they have the same
preposition e.g., “buy from” and “purchase from” are considered synonyms. This is how we extend the synonymy
relations between verb lexemes in Moby Thesaurus and WordNet to verb patterns in VerbKB.

15Synonymous verbs are given edges of weight 1 between them.
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5.6 Clustering

Once we obtain the filtered and normalized similarity graph for each type signature, we clus-
ter verbs in each graph separately to produce clusters of typed verbs with a specific type (sec-
tion B67).

However, we believe that clusters of types that are lower in the hierarchy of type sigifatures
can inform the clustering of typed verbs that are higher in the hierarchy.

For example, given the typ@érson persor), we will find that there is a large number of
verbs that can occur between subject and object type pais¢n persor). For example, ger-
soncan “marry” anotheperson “vote for” the otherperson or “play with” the otherperson
These verbs, in turn, may share a lot of subject-object pairs in common even though they are not
semantically similar. However, going down the hierarchy of type signatures to the lepeliti (
cian, politician) — a child of the type signatur@érson persor) — we will observe fewer number
of verbs that can occur between the subjects and the objects of theptyliecian, politician)

e.g., “vote for”, “elect”, “nominate”, “vote against”, “campaign with” etc., and these verbs are
more semantically similar. As a concrete example, we observe that when we cluster verbs of type
(person persor, the typed verb “stump forfierson person which means “to make a speech in
support of” is clustered with the typed verbs “lambagpelison persor) and “stomp for’person

person, which have opposite meanings to the former. In contrast, when we go down the hier-
archy and cluster verbs of typedlitician, politician), we observe that the typed verb “stump
for”(politician, politician) is clustered with the typed verbs “endorg@(itician, politician),
“back”(politician, politician), “campaign for”@olitician, politician), which have more similar
meanings to the former.

Going down the hierarchy can also help disambiguate verb clusters that belong to the different
children of person persor) such asfolitician, politician) or (athlete athletg. For example, an
athleteis more likely to “play with” anotheathletewhile apolitician is more likely to “campaign
with” anotherpolitician.

Hence, we cluster typed verbs starting from type signatures that are at the bottom of the
constructed hierarchy. We then propagate the discovered clusters up the hierarchygsgdion

5.6.1 Clustering algorithm

Given a similarity graph, we cluster the verbs in the graph using Markov clustering (MCL)
[Van Dongen?007], a clustering algorithm for graphs that is based on the simulation of random
walks in graphs. The MCL algorithm simulates random walks within a graph by alternating two
operators called expansion and inflation. Expansion coincides with computing random walks
with many steps. Since longer length walks are more common within clusters than between dif-
ferent clusters, the probabilities of walks associated with node pairs lying in the same cluster
will, in general, be relatively large as there are many ways of going from one to the other. In-
flation will then have the effect of boosting the probabilities of these intra-cluster walks and will
demote inter-cluster walks. Eventually, iterating expansion and inflation results in the separation

16Type signatures are arranged from the bottom-up into a hierarchy based on NELL's type hierarcpgmsay, (
dayOfTheWegks a child of person date sincedayOfTheWeels a child ofdatein NELL's hierarchy.
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of the graph into different segments. There are no longer any walks between these segments and
the collection of segments is interpreted as a clustering.

We choose MCL due to its fast and scalable nature since we have a large number of verbs
in dense similarity graphs to cluster. Furthermore, MCL automatically decides on the number of
clusters, which is a desirable feature since we do not know in advance how many verb clusters
we should have for each type signature.

5.6.2 Bottom-up cluster propagation

We construct the hierarchy of type signatures based on NELL's type hierarchy e.g., the type
signature folitician, politician) is a child of person persor) sincepoliticianis a child ofperson
in NELL's hierarchy.

Given the hierarchy, we start by clustering typed verbs whose type signatures are at the
bottom of the hierarchy (i.e., the leaf type signatures).

Then, for each non-leaf signature, we use clusters of its children to inform its clustering. The
idea is to treaprevalentclusters among its children as data points in its clustering. To define
prevalent clusters, we generate (non-singleton) subsets of the children clusters and compute their
frequencies among the children clusters. We select subsets thau@yertedby at least two
children (i.e., subsets that occur in at least two children clusters) and computavirage
support scordor each subset as:

I f)
seore(p) = 11D o)

vep

wherew is a verb pattern member of the subgeff(p) is the frequency of the subset (i.e., the
number of children clusters that contain the subset) &mdl is the number of children clusters
that contain the verb pattern In this definition, a subset that is supportedddythe children
will have a score of 1.

We further select only subsets that have score®.5 (i.e., “supported” by at least half of
the children) and rank the selected subsets first by frequency then by length. We discard lower
ranked subsets whesmy of its members is already contained in higher ranked subsets. The
remaining subsets are then treated as data points in the clustering.

For example, assume that the type signatpeeqon persor) has two child signaturesp6liti-
cian, politician) and personByLocationpolitician) and that we are going to extract prevalent
clusters for the typeperson persor) among its children.

Given for example that the clusters of the typelitician, politician) are {“elect”, “select”,
“vote for”} and{“slam”, “criticize” }; and the clusters of the typpérsonByLocatiorpolitician)
are{“elect”, “vote for"} and{"slam”, “criticize”, “roast”}; the non-singleton subsets generated
from these children clusters (and their frequencies) &felect”, “select’} (1), {“elect”, “vote
for"} (2), {“select”, “vote for"} (1), {“elect”, “select”, “vote for”} (1), {“slam”, “criticize” } (2),
{“slam”, “roast"} (1), {“criticize”, “roast”} (1), and{“slam”, “criticize”, “roast”} (1).

Out of these subsets, we select those that are supported by at least two children, namely
{"elect”, “vote for”} and{“slam”, “criticize” }.
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Then, we compute the average support score for each of the selected subsets. The score for
{“elect”, “vote for"} is 1(2 + Z) = 1. The score fof“slam”, “criticize" } is similarly 1 because
these two subsets are supported by all the children of fygesén persor).

The two subset§“elect”, “vote for”} and{“slam”, “criticize” } are thus prevalent clusters for
the type person persor) and are treated as atomic data points in its clustering.

For example, if verbs that are of typpgrson person are “elect”, “vote for”, “select”,
“slam”, “criticize”, “roast”, “marry”, and “wed”; the clustering will be over these poin{éelect”,

“vote for”}, {“slam”, “criticize” }, “select”, “roast”, “marry”, and “wed”. In other words, “elect”
will always be in the same cluster as “vote for” and “slam” will always be in the same cluster as
“criticize” in the resulting clusters for typgeérson persor).

Thus, for each non-leaf type signature, we cluster over the “new” data points (which are
prevalentcluster subsets among its children) and the “old” data points (verbs not yet contained
in the “new” data points).

We compute similarities between these data pairntsthe manner of average linkage clus-
tering, where similarities between any two points are the average similarities of their members:

. 1 .
sim(dy, ds) = VAEA Z Z sim(vy, vg)

v1E€dy v2E€da

Then, we use MCL to cluster the data points based on their similarities.

This “cluster-then-propagate” method that starts from the bottom type signatures repeats until
the topmost type signature is reached. The resulting clusters are the verb synsets in VerbKB.
Some example verb clusters from VerbKB and their proposed relation names — their subject
types followed by the most frequent verbs of the clusters and their object types — are shown in
Table5E2 As can be seen in the table, the different senses of the verbs such as “have” or “play”
are naturally separated into different verb clusters with different type signatures, highlighting
the value of using the verbs’ type signatures or selectional preferences together with the more
traditional feature for verb clustering that is the verbs’ lexical co-occurrence.

5.6.3 Extending Coverage

The “cluster-then-propagate” method works in clustering verbs which have sufficient co-occurrence
data in the SVO triples. For other typed verbs that are not yet included in any of the resulting
clusters in VerbKB (or VKB in short), we create a cluster for each of them by finding the most
frequent WordNet verb sense of its neighbors in the similarity graph. The result is an extended
VerbKB (or VKB full).

5.6.4 Mapping clusters to relations in NELL

To link the resulting verb clusters to the NELL knowledge base, each cluster in VerbKB is then
either mapped to an existing NELL relation or added as a new relation in NELL. The mapping is
based on the overlap between the typed verbs in the cluster and the typed verbs we have learned
for NELL relations in ChapteB.
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Proposed RelationName \erbs

cityHawveAttraction have, boast, feature, house,
personHawe- have, experience, get, suffer, suejv

PhysiologicalCondition sustain, risk, endure, tolerate,

writerHaveEmotion have, feel, know, understand, experience,
musicianPlayMusiclnstrument play, pick, strumplay._like, ...

actorPlayRerson play, star as, portrayplay_asreturn as,..
personPlayHoby play, make, do, begsuck atdabble in....

Table 5.2: Some verb clusters proposed as new relations

More specifically, for each NELL relation, we return a ranked list of candidate clusters to map
to the relation based on the number of typed verbs they have overlap with the NELL relation.
Since there are only 298 NELL relations in our data set, we manually select among the top 5
candidate clusters for each NELL relation the cluster(s) that map to the relation. Other clusters
in VerbKB that are not mapped to any NELL relation are then added as new relations in NELL.

5.7 Design Choices

To make our clustering scalable on our similarity graphs, we make several design choices that
are specific to this chapter. First, to make the similarity graph less dense, we keep only the top 50
most similar verbs for each verb pattern as its neighbors in the similarity (local or global) graph
(as we have mentioned in sectibrbr) .

Secondly, for eaclocal similarity graph — graph that contains similarities between typed
verbs that have the same type signatures, we remove edges from the graph whose similarities are
lower than 0.01 to reduce noise in the graph — pairwise similarities that only happen by chance.

Thirdly, we run Markov clustering (MCL) with the default configuration. However, as a part
of the clustering process, we add the constraint that the cluster size should be smaller than or
equal to 15. This is mainly for scalability reason (since we are propagating the clusters from the
bottom-up) and also because our analysis of WordNet verb synsets shows that more than 98% of
the verb synsets in WordNet have less than or equal to 15 verb lexeme members.

During the clustering, given the output of MCL, for each cluster thathda® members, we
apply agglomerative single-link clusteririianning and Raghavhon members of the cluster to
re-cluster it, skipping over merges that will result in a cluster of sizk5. We use the mean Sil-
houette CoefficientRousseeunr987 that balances between optimal inter-cluster tightness and
intra-cluster distance to choose the optimal stopping point of the agglomeration. The Silhouette
Coefficient is calculated for each memben the clustering as:

__ b(v) —a(v)
s(v) = max{a(v),b(v)}

wherea(v) isv's average intra-cluster distance: average distancefranall otherv’ in the same
cluster, and(v) isv’s lowest average inter-cluster distance: lowest average distance fioail
otherv’ in a cluster that does not contairfwe define distance aBst(vy, v2) = 1 — sim(vq, v2)).
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At each step in our agglomerative process, we compute the mean Silhouette Coefficient of
the resulting clusters. The stopping point of the agglomeration is the point where the mean
Silhouette Coefficient is highest.

5.8 EXxperiments

We evaluate the quality of our verb clusters by comparing them to the reference clusters that
are coarser grained WordNet verb senses induced by the Oxford Dictionary of English (ODE)
[Stevensar?01(™. Previous investigations using the ODK&Vigli, 2006 Navigli ef al, 2007
have shown that coarse-grained word senses induced by the ODE inventory address problems
with WordNet fine-grained inventory and are useful for word sense disambiguation. Since we
are interested only in the quality of our verb clusters, we use only the verb synsets in the reference
clusters to compare to our clustering.

We evaluate the quality of our verb clusters using three standard metrics: the V-measure,
paired F-measure and node-based F-measure.

5.8.1 Evaluation Metrics

V-measure evaluates the quality of a clustering solution against reference clusters in terms
of clustering homogeneity and completenelRedenberg and Hirschbei007. Given N data
elements that are partitioned into classes in the reference clusters dendted Hy,, ..., ¢/¢}

and the clustering solution over thelSeelements that is denoted by = {k1,....kx(}, we
construct a contingency matrig = {a;;} such that;; is the number of data elements that are
members of the reference classand are assigned by the clustering solution to clugtern

order to satisfy homogeneity, a clustering solution must assign only those data points that are
members of a single class to a single cluster. In a perfectly homogeneous clustering solution,
the class distribution within each cluster will be skewed to a single class or zero entropy i.e.,
H(C|K) = 0. Normalizing this value by the maximum reduction in entropy the clustering
information can provide i.e.l/(C) and adhering to the convention of 1 being desirable and 0
undesirable, homogeneity is definedias 1 — %% or j, = 1if H(C, K) = 0 where

H(C)
K| Jel . i
HCIK) = =22 3 los et~
k=1 c=1 c—l ek
€ k| K|
H(C) = =) etk g it O

Completeness, on the other hand, is symmetrical to homogeneity. In order to satisfy the com-
pleteness criteria, a clustering solution must assigf the data points that are members of a

7available from http://Icl.uniromal.it/coarse-grained-aw
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single class to a single cluster. In a perfectly complete clustering solution, the distribution of clus-
ter assignments within each class will be completely skewed to a single cluster or zero entropy
i.e., H(K|C) = 0. Therefore, symmetric to the computation of homogeneity, completeness is
defined ag = 1 — L& or ¢ = 1if H(K,C) = 0 where

H(K)
K] |C] a k o
HEIC)==) >~ S
k=1 c=1 > ke Gk
|K] te]
Zc Ack ZC Ack
H(K) == == ~
k=1

V-measure is then the harmonic mean of homogeriedand completenessi.e., V-measure
_ 2.h.c
~ hitc

Paired F-score evaluates the quality of a clustering solution like a classification t&&En§
andhar ef 8] 2071(]. It generates the set of all data pairs belonging to the same reference cluster
F(C) and the set of all data pairs belonging to the same cluster in the clustering sdlgfion
Precision, recall, and F-score are then calculateB,gs = Z50EQ) g - — FEOKC) gng

F(K) F(C)
F e 2~Ppair~Rpair
pawr Ppa,ir“!‘Rpair ’

Node-based F-score evaluates the quality of a clustering solution using purity as a measure of
precision and inverse purity as a measure of re&linfand Korhongr?009 Kawahara et aj.
20T4. The idea of purity is that each clustey is associated with its most prevalent reference
classc;. Therefore, we define our node-based precisioR g = |—11(| Z‘.K‘l mazx; |k; Ne;|. The

inverse purity is then used to measure our node-based reda|l,as= : e Z'C' mazx; |k;j N el
The node-based F-score is then defined as the harmonic mean of the node-based precision and

_ 2.Pnode-Rnode
recall £7,oq. = 2otepeede,

5.8.2 Experimental Results

We evaluate the quality of the verb clusters in our VerbKB (VKB) and the full version of our
VerbKB (VKB full, see sectiorb6-9. We compare the quality of our verb clusters with verb
clusters extracted from PATTY and PPDB synsets. Our evaluation is over all the non-trivial (i.e.,
non-singleton) clusters so as not to introduce a bias towards singletons.

Tableb3 shows the statistics of the resources that we compar&wils can be seen from
Tableb=3 our knowledge base of verbs covers the most number of verbs in ODE (ODE has 9,279
unique verb patterns). In terms of cluster size, PPDB has the largest average cluster size (possibly
due to the nature of PPDB, which is first and foremost a large repository of paraphrases) while

8The actual number of verbs and verb clusters in PPDB can be larger. This is the number of verbs and clusters
in PPDB that contain ODE verbs and their paraphrases
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PATTY | PPDB | VKB |VKB full

Number of unique verpatterns| 12,275 | 6,785 | 29,866, 65,679

Number of verlxlusters 187,464| 67,101| 58,359| 215,106
Average clustesize 1.2 6.7 3.7 2.0
Coverage of ODE-erbs 0.23 0.46 0.51 0.66

Table 5.3: Statistics of verb clusters.

N PATTY HPPDB VKB M VKB full

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2 7
0.1 7

F-pair F-node V-measure

Figure 5.1: Clustering performance against verb clusters in ODE.

PATTY has the smallest. We observe that this translates to the performance of the clusters in
terms of the alignment to the reference ODE verb clusters.

Figureb’l shows the performance of our verb clusters against PATTY and PPDB verb clus-
ters in terms of the alignment to ODE verb clusters. In terms of V-measure PATTY performs the
best. This maybe due to the fact that PATTY has many small clusters that are highly homoge-
neous. The V-measure is known to be biased towards a clustering solution that has many small
clusters Reichari_ and Rappopp®00Y. However, in terms F-scores, PATTY that has many
small clusters performs the worst because of low recall (as can be seen in Egur®n the
other hand, PPDB that has large clusters on average performs better than PATTY in terms of
F-scores (Figur&2). Although PPDB has a lower precision than PATTY, it has a much larger
recall and an overall larger F-scores. Our knowledge base of verbs (VKB and VKB full) strike
a balance between high V-measure and high F-scores (Figi)reQualitatively, methods that
strike a balance between high V-measure and F-score tend to produce the ‘best’ clusters by hu-
man judgmentCocos and Callison-Burgt?016. If we consider the average of F-score and
V-measure as a comprehensive performance measure, our knowledge base of verbs (VKB and
VKB full) outperform PATTY and PPDB.

To analyze the difference in performances of the different resources (PATTY, PPDB, and
VKB) in terms of the actual clusters, we align each ODE cluster to a cluster that is most prevalent
(i.e., has the highest node based F-score) to it in each of the resources. Closer examination of
the best and the worst among these prevalent clusters in each of the resources highlights the
difference in the nature of verb clusters in each of these resources. Inb[dpkee show some
of the best and the worst prevalent clusters in each of the resources that are representative of the
general trend.
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HPATTY EPPDB VKB M VKB full

0.6
0.5
0.4
0.3
0.2

0.1

Precision-node  Recall-node F-node

Figure 5.2: Clustering performance against verb clusters in ODE.

As seen in Tabl&3, we observe that in general, PATTY clusters that align the best to ODE
clusters are those that consist of variations of a single verb £wark”, “work on”, “work
at’}. Since PATTY clusters are generally small in size — the average size is 1.2 — and do not
offer much in terms of generalization, some of these clusters align the worst to ODE clusters,
especially those very large ODE clusters with multiple verbs. For example, inBabRATTY
cluster for the verb pattern “capture”. expresses a dominant sense of the verb pattern, which
is “to defeat”. This cluster aligns badly to a large ODE cluster for the verb pattern “capture”
that expresses a more obscure sense of the verb pattern, which is “to becharm” or “beguile”.
Since PATTY clusters are smaller in size and mostly contain variations of a single verb, they are
very precise but have low recall. This is what we have previously observed in Faglesnd
Figureb2

PPDB clusters, on the other hand, are large in size — the average size is 6.7 — and contain
more verbs per cluster than PATTY clusters. As we can see in Ta#ld¢°PDB clusters have
no problem aligning to large ODE clusters with multiple verbs. However, PPDB clusters that
are too large have problems aligning to small ODE clusters. Also, because PPDB clusters are
large, they may contain a mixture of the different senses of the verbs. For example, as we can
see in Tabléa2, PPDB cluster that aligns to ODE cluster of the verb pattern “rake” contains
too many diverse verbs: “rake”, “accede”, “account”, “achieve”, “act”, etc. that it is hard to see
which sense of the verb pattern it is trying to capture. Since PPDB clusters are larger in size
and contain more diverse verbs, they have high recall but lower precision. This is what we have
previously observed in Figugl1 and Figuréa2

VKB, on the other hand, strikes a balance between the precision and recall in its clusters. As
we can see in TablE32, VKB clusters have no problem aligning to ODE clusters with multiple
verbs. Furthermore, VKB clusters are not too large in size — the average size is 3.7 — and the
clusters are constrained by the synonymy and antonymy relations among verbs. So even when
VKB cluster does not align perfectly to the ODE cluster (as can be seen inHdpléhe cluster
still appears reasonable and not too diverse in terms of the verb senses.

Other errors that we observe in VKB are those that we believe are caused by (among others):
incorrect types in NELL, polysemous noun phrases, incorrect segmentations, the use of slang,
or the use of metonymy. For example, when we observe type signatures that appear strange for
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Resource Reference (ODELIluster ResourceCluster F-score

PATTY {“work”, “work at”, “work on” } {“work”, “work at”, “work on” } 1.0
PPDB | {“aid”, “assist”, “facilitate”, “help”} {“aid”, “assist”, “facilitate”, “help”} 1.0

VerbKB {“build”, “construct”, “make”} {“build”, “construct”, “make”} 1.0
PATTY | {“becharm”, “beguile”, “bavitch”, {“capture”, “defeat} 0.083

“captivate”, “capture”,‘catch”,
“charm”, “delight”, “enamor”,
“enamour”, “enchant”/enrapture”,
... (10 more verbg)

PPDB {“rake"} {“accede”, “account”, “achieve”, “ra¥, 0.0094
“act”, “address”, “adopt”, “affect”,
“aim”, “allocate”, “amount”,“answer”,
“apply”, “arise”, “arrive”, “ask”,

... (more than 20 more verljs)
VerbKB | {“abominate”, “loathe”‘accurse”, {"hate”, “insult”, “despise”,“loathe”, 0.118

“anathematise™anathematize”, “smear”, “ridicule”, “disrespect”, “screapmf
“anathemise”;anathemize”,
“comminate”, “execrate}

Table 5.4: Clusters in each resource that are most prevalent to the reference (ODE) clusters

person marry person

Occurrence : 25.79% MORE DATA

express | conf: 0.369
| conf: 0343

conf: 0.302

| conf: 0.262

| conf: 0.222

| conf:0.046

initiate | conf: 3.549

person  marry animal

Occurrence : 1.63% MORE DATA

express | conf: 0.901

location marry person Occurrence : 1.49% MORE DATA

express conf: 0128

Figure 5.3: The VerbKB entry for the verb pattern “marry”, showing its various type signatures
sorted by their frequencies of occurrences in the SVO triples. As can be seen here, there are
strange type signatures for “marry” such person animal and (ocation persor).
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SUBJECT VERB OBJECT FREQUENCY

hotelbentley marry personjoanna 67
stateorprovince:hi marry person:mom 60
sland:br marry Jjournalistunknown person 43
hotelmercer marry personkelly 42
locationinews marry person:mandy moore 41
city:simpson marry person:nick lachey 33
city:ilan marry person:1 gourges child 32
city:cambridge marry person:frances appleton 31
location:u s marry person:u s citizen 30
river.don marry person:person 29
hotelhenry viii marry female:anne boleyn 28
city:adelaide marry male:son 27

Figure 5.4: Actual SVO triples for the typed verb “marrdggation persor). As shown here,
in VerbKB website, besides browsing the mappings from the typed verb to the knowledge base
relations, users can browse actual SVO triples that the typed verb has and their frequencies.

the verb patterns, e.g., the type signatupergon animal) and (ocation person for the verb
pattern “marry” (see FigurB3that is taken from our VerbKB webstd.

Looking at actual SVO triples for the typed verb “marny&fson animal), we believe that this
strange type is due to the frequent use of an animal slang pejorative in the context of marriage,
e.g., “dog” to refer to gerson

Looking at actual SVO triples for “marry” that have the type signatloeation persor) in
Figureb4, which is taken from our VerbKB website, shows that some triples have been typed
incorrectly by NELL. For example, NELL has typed incorrectly, the noun “br” asskmd and
the phrase “unknown person” agaarnalist Computing the selectional preference of the verbs
helps in reducing some of these incorrect types but not all; especially if there are other factors that
make (ocation persor) an acceptable type signature for the verb pattern “marry”, for example,
(1) polysemous noun phrases, e.g., “Henry VIII” can be both the naméhotedor the name
of a person Without taking the context — in this case, the verb — into consideration, NELL can
type “Henry VIII” as ahotel (2) Metonymy, e.g., “US marry US citizen” does not mean that US
(thecountry— location) is marrying its citizen (th@ersor). Rather, “US” is probably used as a
metonymy to refer to the US marriage officiant that can marry the citizen off.

Other strange type signatures may be due to segmentation errors in the process of obtaining
SVO triples. For example, the typednNegintegemphysiologicalConditiopfor the verb pattern
“get” (see FigurdaB). All the SVO triples that have this type signature for the verb pattern “get”
have their subjects incorrectly segmented. For example, in the SVO triple “two get cancer”, the
subject “two” is probably a part of a bigger noun phrase; the remainder of which is not extracted

http://www.dwijaya.org/dvkb.html#DKVB
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SUBJECT VERB OBJECT FREQUENCY

nonneginteger:two get disease:cancer 3129
nonneginteger.20 get disease:flu 185
nonneginteger:two get disease:pain 28
nonneginteger:80 get physiologicalcondition:std 24

Figure 5.5: Actual SVO triples for the typed verb “getthNegintegemphysiologicalConditioh

SUBJECT VERB OBJECT FREQUENCY
politicianus:eric holder nominate for jobposition:attorney general 51
person:hillary clinton nominate for jobposition:secretary 46
person:eric nominate for Jjobpositionmember 39
person;john waters nominate for Jjobposition:project manage 34
person:danny boyle nominate for jobposition:director 27

Figure 5.6: Actual SVO triples for the typed verb “nominate fpegfson professioi.

into the triple for some reason (segmentation errors, parsing errors, etc.).

Segmentation errors can affect the extraction of the verb patterns too. For example, passive
construction of verbs may not be extracted properly into the SVO triples, resulting on a cluster
that contains the same verb with both active and passive voices that have different meanings, e.g.,
the personRunForProfessiorcluster that contains the verbs: “run for”, “stand for”, “nominate
for”, “(passive) nominate for”, ... with the type signatuge(son professiol. Here, the typed
verb “nominate for’person professioi has a different meaning than the typed verb “be nomi-
nated for’person profession. Looking at the actual SVO triples for the typed verb “nominate
for’(person profession shows that the verb should be in a passive voice instead (see Bigure
For example, the triple “Eric Holder nominate for Attorney General” does not mearktiat
Holder nominatessomeone to be an Attorney General — only the US president can nominate
someone to be an Attorney General &t Holder is not the US president. Rather, it means
that he Eric Holder) is nominatedor the Attorney General position. Since our clustering de-
pends on the verb patterns having the correct types and subject-object pairs; noisy types and
incorrect verb extraction can have negative impacts on the clustering result — as we have seen in
this personRunForProfessiomluster where active and passive verb voices with different mean-
ings are put in the same cluster. These errors highlight some of the challenges that remain for
future work.

5.9 Analysis and Discussion
There are many ways that we can improve on the verb clusters in VerbKB. One way to improve
recall will be to add more verb paraphrases to the clusters using resources such as PPDB.

In terms of clustering and precision, we have clustered typed verbs into hard clusters, which
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means that one typed verb is only mapped to one cluster. In practice, this is not always correct.
A verb pattern with the same type signature can mean different things. For example, the verb
pattern “shoot” with the type signaturedrson persor) can mean either “kill with a gun” or

“take a photograph”Mechurg P008. Our approach does not allow this typed verb to belong

to two different clusters; hence the two senses of the verb pattern “shoot” are put in the same
cluster. One way to improve the precision of our clusters is to allow soft clustering of the typed
verbs such that a verb with the same type signature can belong to more than one cluster.

In terms of type signatures, our decision to use type signatures as additional cues for cluster-
ing verbs is motivated by the belief that they can help distinguish verb senses. In the experiments,
we have shown that this approach indeed results in a better alignment to the manually created
verb synsets. This result is in line with the previous observation that shows how semantic prefer-
ences can improve verb classification especially in finer grained verb clusters, which is true in the
case of our reference clusters which are fine grai&emland Korhong?009. Furthermore, an
analysis of the reference clusters shows that among the clusters thatvallgnth VKB clus-
ter€®, a substantial number — 36% — of these clusters have strong selectional preferences i.e., the
most frequent type signature of the verbs in the cluster matches the type signature of the VKB
cluster that it aligns f8. For example, the clustdtholiday in”, “vacation in”, ..} has the type
signature gerson location); the cluster{“gaze with”, “stare with”, ..} has the type signature
(person emotior). This further confirms our belief that selectional preferences can indeed help
in distinguishing verb senses.

Given this result, it will be interesting to further study which categories and selectional pref-
erences are indeed useful for verb clustering. The answers to questions like (1) which type
position (subject/object) results in the best clusters — in this work we use both sajkxitject
types, (2) which types are semantically meaningful/plausible for which verb clusters, (3) which
types are frequent for which verb clusters; can be useful for learning why and when type sig-
natures matter, (4) what are the effects of imposing selectional preference to verbs that do not
typically have selectional preferences or whose selectional preferences are too general like “be”
or “make”? Does adding type signatures into these verbs affect their clustering results adversely?

In terms of the adequacy of semantic types, one way to increase the coverage of the noun
phrases to semantic types mappings is to align types in NELL with types in WordNet, which
has 30 times more types than NELL; and to add types in WordNet that are not yet in NELL to
extend NELL's vocabulary of types. Currently, NELL can typaththe subjects and objects of
only about 94 million subject-verb-object triples out of the 650 million extracted from ClueWeb.
This shows NELL's limited type coverage. For example, NELL does not have types for abstract
entities likeidea, sound or communicationtherefore, for a lot of these entities, NELL cannot
type their SVO triples. NELL also does not have types that indicate propertieslik@te rigid,
solid, which are semantic types that are useful for classifying verbs in VerbNet. Furthermore,
in some ways, NELL types are not fine enough — there are no finer typedisiéability under
nonDiseaseConditiom NELL, or no finer types likank underofficeltem- but in some ways,
NELL types are not coarse enough — there are no typesiig@nismto be a super type @nimal

2%have node-based F-scoreef0.5
2Moreover, 66% (and 76%) of reference clusters that align well to VKB clusters have the type signatures of VKB
clusters that they align to in the top-3 (and top-5 resp.) most frequent type signatures of their verbs.
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or instrumentalityto better classifytemtype based on its functionality. Adding WordNet types

can improve this coverage. Unlike NELL, which is noisy and may contain incorrect semantic
types for noun phrases, WordNet types are manually and precisely created. However, WordNet
types are known to be too fine grained. The question then becomes how far down the hierarchy
of WordNet types do we go. One possible direction is to try and learn this from the corpus data
and analysis of the verb clusters. For example, if verbs in a particular cluster are divided over
the subjects and/or objects that they co-occur with or if clustering their subjects and/or%bjects
results in disjoint clusters; then perhaps it is a good idea to split the category of the cluster’s
subjects and/or objects into finer categories (see some specific examples we have discussed in
section310).

In terms of types, a better representation of types in knowledge bases such as NELL may also
be needed. In NELL, an entity belongs to one type and one type only. For example, the entity
Obama(the politician) is different from the entityDbama(the malg and the entityObama(the
personU$ even though these are all the same entity in reality. In reality, the édbgmacan
belong to all these categoriesiale politician or personUSout to different degrees depending
on context. The categorization of entities to types in knowledge bases should be more fluid
taking selectional preferences of verbs into consideration. An example of an ontology that takes
selectional preference into account for category typing is the Corpus Pattern Analysis (CPA)
projec® where lexical items are typed numerically and by context. For example, in CPA the
noun phrase “meeting” is typed with categ@yentto a degree of 0.12 when it is the object of
the verb pattern “attend” and to a degree of 0.04 when it is the object of the verb pattern “hold”
[Mechura P008. The CPA ontology is populated manually. In contrast, our knowledge base of
verbs can be used to produce a more fluid typing of entities in NELL automatically. By similar
reasoning, the notion of selectional preferences should be made more fluid. When used in the
context of criminal investigation, e.g. in a subframe afiI@INAL PROCESS the verb pattern
“interrogate” should have prisoneror suspectype as object. When used in a more general
context, the verb pattern can havpersontype as object.

In terms of similarity measures used in our approach, a better representation of verbs for
computing similarities can be explored. One possibility is to learn embeddings of the typed
verbs and then retrofit them based on the verbs’ synonymy relations likaindui et al.?014
or counter-fitting them based also on the verbs’ antonymy relations lildnikdic et al, Z016.

In terms of evaluation, in the future, we can certainly benefit from manual labeling evalu-
ation. However, from our automatic evaluation, we observe that in our evaluation of PATTY,
its V-measure specifically is comparable to the evaluation that they reported, which was man-
ually conducted. In the future, we can extend our automatic evaluation by aligning to other
verb resources such as FrameNet and VerbNet. Aside from the benefits of having alignments to
knowledge in these resources, it will be interesting to use the alignments to examine differences
between our verb groupings (that are based on constrained distributional similarities and type
signatures) with groupings that are based on the verbs’ semantic roles (FrameNet) or syntactic
realizations (VerbNet).

22Using tools such as SenseMakErEchiira 2008 or other methods for acquiring selectional preferefiaek:
mann and I apat&#003j
Znttp://nlp.fi.muni.cz/projekty/cpa/
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In terms of algorithm and design choices, our clustering approach is different from the algo-
rithm that we use to map verbs to relations in Chaftein Chaptei3, we classify entity pairs
and use verbs as features. We obtain the mappings from verbs to relations as parameters of the
classification. In contrast, in this chapter, we cluster verbs and use entity pairs as features. This
decision was motivated by our goal of obtaining as much coverage of the verbs in the SVO triples
as possible. In Chapt& when using verbs as features, we filter out verbs based onttfieir
scores. Hence, we do not cover all the verbs in the SVO triples. In contrast, in this chapter,
we cluster the verbs and filter out entity pairs that cannot be labeled with categories in NELL

(sectionb3).

5.10 Conclusion

In this section, we have presented a method to cluster verbs into semantically meaningful groups
and propose them as new relations to extend the vocabulary of relations in NELL. We have shown
in the experiments, that the verb clusters in our knowledge base outperform verb clusters in other
existing, large-scale resources in terms of how well the clusters align to manually constructed
verb clusters. We release this verb clustering in VKB full as part of our knowledge base of verbs,
VerbKB?%.

24ttp://www.dwijaya.org/dvkb.html#DKVB
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Chapter 6

Conclusion

In this thesis, we present a hypothesis tlvatcan semi-automatically construct a verb resource
that goes beyond current resources in terms of coverage and links to knowledge bases, by lever-
aging a combination of high coverage text corpora, a knowledge base with a rich type system
over entities, and other pre-existing linguistic resources such as a thesaurus and WordNet

We have demonstrated through the construction of our verb resource, VerbKB, that we can
indeed construct such a verb resource that contains links from verbs to relations in knowledge
bases and that goes beyond existing resources in terms of coverage.

VerbKB contains 65,679 unique verb patterns mapped into 215,106 binary relations, each
typed with semantic categories in NELL and organized into a subsumption taxonomy based on
NELL's hierarchy of types. The verbs in VerbKB cover subject-verb-object triples that occur
a total of over 2 billion times in ClueWeb. We have also shown that the verb clusters in our
VerbKB align better with manually constructed verb clusters compared to the verb clusters in
other pre-existing large resources such as PATTY and PPDB. VerbKB clusters are then mapped
to the existing NELL relations or are added as new relations to extend the vocabulary of relations
in the NELL knowledge base.

We show the value of having the links from verbs to knowledge base relations in terms of
relation extraction and the value of having the links from verbshtangesn knowledge base
relations in terms of temporal scoping. To the best of our knowledge, ours is the largest pub-
licly available knowledge base of English verbs to date that contains mappings from verbs to
knowledge base relations and changes in these relations.

However, our knowledge base of verbs is by no means complete. We have discussed some
of the current shortcomings of our knowledge base of verbs in the discussion section of every
chapter. Some of the most important lessons we have learned in our construction of VerbKB are
that:

1. We need to extend the definition of verb patterns in our VerbKB. Currently, we extract verb
patterns between two noun phrases that are of the fofri/W where V is a verb lexeme
and P is a preposition. However, we discover that a lot of relations in the knowledge base
are not expressible by verbs and prepositions alone. For example, the rakBrother
or hasSisterare expressed by verbs such as “is a brother of” or “is a sister of”, which are
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combination of verbs, nouns, and propositfbrifo extend the definition of verb patterns
in our VerbKB, we can use ReVerb’s definition of verb patterns that jSWP | VW*P
where W are either nouns, adjectives, adverbs, pronouns or determiners.

2. We need to explore other corpora beyond Wikipedia for learning the mappings between
verbs and the changes in knowledge base relations as Wikipedia infoboxes are limited in
the number of knowledge base relations they contain.

One possible direction is to use corpora that have time stamps such as news documents as a
source for learning the mappings between verbs in these news documents and the relations
that are extracted from the documents.

Another direction is to use knowledge of verbs in VerbNet for inferring the changes af-
fected by verbs from their semantic predicates in VerbNet. For example, the verb pattern
“deport” that appears in the syntactic frame “AgéeeportThemeto Destination” has this

set of semantic predicates in VerbNetalSE(Agent, Event), IOCATION(START(Event),
Theme, ?Source), @CATION(END(Event), Theme, Destination). We can use it to infer
that “deport” initiates IOCATION changes. If we can map these semantic predicates such
as LoCATION to their corresponding knowledge base relations, we can map the verb pat-
tern to thechangesn the knowledge base relation affected by the verb pattern.

3. We need to continue adding knowledge to VerbKB and integrate knowledge from different
resources to our VerbKB to further extend the knowledge and the usefulness of this knowl-
edge base of verbs. Currently, we have shown that the knowledge in our VerbKB is useful
for the task of relation extraction and temporal scoping of knowledge base instances.

More knowledge can be added to VerbKB to support even more natural language under-
standing tasks. For example, knowledge such as typical temporal relations between verbs
and the relations that they expreSsijaya ef al, 7017 can be useful for improving tem-

poral scoping or for other tasks such as event template construction.

Another future direction is to align this knowledge base of verbs with other verb resources
to add more knowledge about the verbs.

Alignment to verb groups in VerbNet will be useful for adding knowledge about syntactic
realizations of the verbs, semantic roles, semantic predicates and selectional restriction.
The semantic predicates of verbs in VerbNet can be used to extend the mappings from
verbs to changes in relations in our knowledge base of verbs.

Alignment to frames in FrameNet will be useful for adding knowledge about frames and
semantic roles, with the possibility of adding semantic types to FrameNet roles from the
verbs’ selectional preference computed from the corpus.

Alignment to verb synsets in WordNet will be useful for extending the precision and recall
of verb clusters and for creating a better subsumption hierarchy in the manit&s/ahpr
efal, 2014.

The ultimate goal of alignments with these other existing resources will be to have all
the knowledge of verbs, which are currently spread over different resources, related and

Lour sample of DBPedia and Freebase relations show that about 64.5% can be expressed by a combination of
verbs and prepositions alone.
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accessible in one unified place.
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